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Vortex Breakdown in an Enclosed
Cylinder With a Partially Rotating
Bottom-Wall
A numerical study of the axisymmetric flow in a cylindrical chamber of height H is
presented, which is driven by a bottom disk rotating at angular velocity �. However,
unlike most previous studies, the present rotating disk is of smaller radius than the
bottom-wall. The boundary curves for the onset of vortex breakdown are presented using
different definitions of the nondimensional parameters, depending on whether the cylin-
der radius R or the disk radius rd is used as the length scale. The study shows that the
boundary curves are best correlated when presented in terms of the Reynolds number
�rd

2 /�, aspect ratio H /R, and cylinder-to-disk ratio R /rd. The cylinder-to-disk ratio R /rd
up to 1.6 is found to have noticeable effect on vortex breakdown; this is attributed to the
change of effective aspect ratio. The contours of streamline, angular momentum, and
azimuthal vorticity are presented and compared with those of whole bottom-wall
rotation. �DOI: 10.1115/1.2969427�

Keywords: vortex breakdown, swirling flow, recirculation flow

Introduction

Swirling flow inside a cylindrical chamber, of a radius R and a
height H, with a bottom-wall rotating at angular velocity � has
attracted much attention. This flow problem, having simple con-
figuration and well defined boundary conditions, is particularly
suitable for the detailed investigation of the vortex-breakdown
phenomena. Only two dimensionless parameters are needed to
characterize the flow structure: the aspect ratio H /R and the Rey-
nolds number Re=�R2 /�, where � is the kinematic viscosity.

A detailed experimental investigation for vortex breakdown has
been done by Escudier �1�. The stability boundaries with one, two,
or even three successive vortex-breakdown bubbles, as well as a
transition toward unsteady flows, were mapped in a plot of the
Reynolds number and aspect ratio. These experimental visualiza-
tions have been confirmed by the numerical model of Lopez �2�,
who solved the unsteady axisymmetric Navier–Stokes equations.
Brown and Lopez �3� explained that the physical mechanism of
vortex breakdown is due to the negative azimuthal vorticity in-
duced by an excess centrifugal force in the axial region near the
stationary top end-wall.

Recently, some interesting variants of the above flow problem
have also been investigated. Spohn et al. �4,5� considered the case
in which the stationary end-wall at the top was replaced by a free
surface. The experimental results showed that the vortex-
breakdown bubbles may attach to the free surface at certain Rey-
nolds numbers. The numerical works of Valentine and Jahnke �6�
and Lopez �7� indicated that the free surface effect may be ap-
proximately modeled by having a middle plane in a cylinder of
twice the height, in which both end-walls rotate at the same speed.
Another recent variant is the effect of introducing a rotating cen-
tral rod, which has been reported by Mullin et al. �8�, Mullin et al.
�9�, and Husain et al. �10�; their results indicated that the presence
of the rotating-rod can either intensify or suppress vortex-
breakdown bubbles. The effects of the lid shape on vortex break-
down have been investigated numerically by Yu et al. �11�. Their

results show that the concave-cone lid delays or even completely
suppresses vortex breakdown while the convex-cone lid precipi-
tates the onset of vortex breakdown.

Another interesting configuration is that of a partially rotating
bottom-wall, in which the central part consists of a rotating disk of
a smaller radius rd. Such a configuration was considered by Piva
and Meiburg �12� who numerically studied the case with a free
surface. The stationary bottom-wall significantly alters the flow
structure. The sidewall does not have a significant effect on the
flow structure near the disk if it is far away, as in the cases of the
cylinder-to-disk ratio above 2.3. Most of their results are for the
cylinder-to-disk ratio above 2 although there are streamline con-
tours for lower ratios down to 1. The flow in such a chamber with
a rigid lid was investigated numerically by Yu et al. �13�. Three
regions, namely, the quasiwhole bottom-wall rotating region, the
vortex-breakdown boundary invariance region, and the mixed re-
gion, were defined to characterize the occurrence of vortex break-
down.

A related application of the swirling flow with a partially rotat-
ing bottom-wall may be found in a bioreactor chamber filled with
a medium rotated by a rod at the base �14�. A prototype designed
by Kostov et al. �15� has a working volume of 2 ml, with agitation
generated by a small magnetic stir bar placed at the bottom, which
was rotated at 300 rpm. Another novel bioreactor model designed
by Thouas et al. �16� consisted of a cylindrical vessel with a
working volume of 50 ml, in which the culture medium is stirred
by a surface disk of diameter smaller than the vessel diameter.

In the above bioreactors, the swirling flow and its vortex break-
down may affect the cell culture in terms of local shear stress and
mixing. Dusting et al. �17� found that the shear stress is lower in
the vortex-breakdown region than that in the main recirculating
flow. Yu et al. �18� found that the oxygen concentration is higher
in the vortex-breakdown region than that in the main recirculating
center. In a recent study by Mununga �19�, there is a partially
rotating disk at the top with the whole wall rotating at the bottom.
The top rotating disk was proposed to control vortex breakdown
in bioreactors.

The objective of the present study was to numerically investi-
gate vortex breakdown in an enclosed cylinder with a rotating disk
whose radius is smaller than that of the chamber. Such a flow
situation is of interest in relation to the flow pattern in a micro-
bioreactor stirred by a rotating magnetic-rod at the bottom �15�.

Contributed by the Fluids Engineering Division of ASME for publication in the
JOURNAL OF FLUIDS ENGINEERING. Manuscript received June 6, 2007; final manuscript
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Also presented are the contours of the streamline �, angular mo-
mentum ��=r���, azimuthal vorticity �, the centrifugal force, the
radial pressure-gradient force, and the resultant of the two forces,
at different Reynolds number, aspect ratio, and cylinder-to-disk
ratio.

Numerical Method
Figure 1 schematically shows the flow model, which is a cylin-

drical chamber of radius R filled with fluid and driven by a disk of
radius rd rotating at angular velocity �. The present study was
motivated by a prototype microbioreactor as described in Kostov
et al. �15�. The diameter of the microbioreactor is around 10 mm
with a working volume of 2 ml. In contrast, laboratory and indus-
trial bioreactors are of volume ranging from 0.5 l to 1000 l.
Bioreactors may be classified based on their volumes; mini for
volume below 100 ml �20�, and micro for volume of a few micro-
liter �15�. In cell-culture applications, the kinematic viscosity of
the culture medium is around 10−6 m2 s−1 and the rotation is
around 300 rpm. In the prototype microbioreactor, these typical
parameters give a Reynolds number of around 1000, which is in
the range of the present computation.

Both steady �8,9� and unsteady �7,12� flow equations have been
used for numerical modeling of the onset of vortex-breakdown
phenomena in earlier works. The present study is based on the
primitive-variable formulation of the steady axisymmetric
Navier–Stokes equations, expressed as follows:
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where �r, �z, and �� are the radial, axial, and azimuthal velocities,
respectively; r and z are the radial and axial coordinates, respec-
tively.

The boundary conditions can be expressed as

vr = 0, vz = 0, v� = 0 on stationary wall �5�

vr = 0, vz = 0, v� = �r on rotational wall �6�
The equations were discretized by the second-order central differ-
ence scheme and to solve them, a computer code was developed
based on finite volume method.

To ensure grid-independent solution and accurate resolution in
space, a sufficiently fine grid should be used. For Re less than
2000, a grid size of 1 /60 was found to be sufficient for the flow in
a cylindrical enclosure with the rotating bottom-wall �2�. Valen-
tine and Jahnke �6� also reported that there were no significant
differences between the results using grid sizes of 1 /60 and 1 /120
for Re up to 3000 for the flow in a cylinder with both end-walls
rotating. The above studies indicated that for Re less than 2000, a
uniform grid size of 1 /60 associated with second-order difference
scheme is fine enough for these types of flow problems. However,
to precisely capture the first onset of the vortex-breakdown
bubble, which is small, a uniform grid size of 1 /200 was used to
perform the present simulations. It was found that the errors in
detecting the Reynolds numbers at which the bubble appeared and
disappeared are within 0.5% if the uniform grid sizes are varied
between 1 /100 and 1 /200 for Re less than 2000.

Note that there is a discontinuity in the boundary conditions at
the outer edge of the rotating disk. In the present study, as the grid
size was chosen as 1 /100 or 1 /200, there is a grid line located just
at the outer edge of the rotating disk. Thus, the singularity prob-
lem was avoided as properties were evaluated at the control vol-
ume center. The comparison of the testing simulations between
the grid sizes 1 /100 and 1 /200 also confirmed that the solutions
are not affected by the discontinuity.

For further validation, the present code was used to capture the
vortex-breakdown phenomena in the case of the whole bottom-
wall rotation. The occurrence of the vortex-breakdown bubble is a
continuous process with an increase in Re. The procedure of Mul-
lin et al. �9� was used to distinguish between the parameter re-
gions where the vortex-breakdown bubble appears and disappears.
Keeping the aspect ratio fixed and gradually increasing the Rey-
nolds number in steps of 10, the streamline was calculated and the
vortex breakdown was deemed to occur when a region was first
visibly noted to be enclosed by the zero streamline.

The onsets of vortex breakdown are estimated in a wide range
of parameter space, as shown in Fig. 2 and compared with the
experimental results �1�. There are two boundaries for the curve of
first vortex breakdown �solid line�: As the Reynolds number in-
creases, the right boundary shows the onset of vortex breakdown
and the left boundary shows its disappearance. There is also an

H

rd

�

r

z

Rotating disk

RStationary wall

Fig. 1 Cylindrical chamber with a partially rotating
bottom-wall
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Ω
R
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1 breakdown bubble, Escudier' s experimental results
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2 breakdown bubbles, Escudier' s experimental results
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Fig. 2 Boundary curves for the onset of vortex breakdown for
whole bottom-wall rotating
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upper curve �dash line�, which shows the boundary between one
and two vortex-breakdown bubbles as the Reynolds number in-
creases. The good agreement with the experimental results �1�
indicates that the present code is satisfactory for detecting the
appearance and the disappearance of the vortex-breakdown
bubbles.

Results and Discussion

Boundary Curves for Vortex Breakdown. The boundaries for
the onset of vortex breakdown are mapped in a plot of the Rey-
nolds number and the aspect ratio �see Figs. 3�a� and 3�b��, with
different curves for different R /rd. The Reynolds number is de-
fined as Re=�rd

2 /� �12�. However, there are two possible defini-
tions for the aspect ratio �H /R, H /rd�, as either the cylinder radius
R or the disk radius rd may be chosen as the length scale. Thus
two plots are presented to cover the combinations of dimension-
less parameters.

It is interesting that Fig. 3�a� seems to indicate that vortex
breakdown will occur at a smaller Re if R /rd is larger, for the
same H /rd, since the boundary curves shift downward. In other
words, a smaller rotating disk seems to be more effective in caus-
ing vortex breakdown, but this effect has arisen because H /R has

become smaller. Thus using H /rd may not be able to show the
effect of R /rd at a constant aspect ratio H /R and the real influence
of R /rd has not been isolated.

In a previous study on a partially rotating bottom-wall by Piva
and Meiburg �12�, the results are presented in terms of parameters
�rd

2 /� and H /rd. However, their main results are for larger R /rd
from 2.3 to 3.3. Their results showed that for R /rd	2.3 the in-
fluence of the sidewall becomes insignificant. This is different
from the present study with the cylinder-to-disk ratio R /rd
1.6 in
which case the sidewall has more influence and the aspect ratio
H /R is important. Thus it is more meaningful to use the aspect
ratio H /R if the sidewall is not distant. Only by considering a
constant aspect ratio H /R can the effect of a varying R /rd be
isolated.

In Fig. 3�b�, the boundary curves for vortex breakdown are
presented in terms of the Reynolds number �rd

2 /�, the aspect ratio
H /R, and the cylinder-to-disk ratio R /rd. The curves of different
R /rd are now closer to that of the whole bottom-wall rotation
�R /rd=1�. It shows the real effect of the partial rotation.

The critical aspect ratio to have vortex breakdown is reduced to
H /R	1.0 as compared to the whole bottom-wall rotation in
which the critical aspect ratio is 1.2. The minimum Re for vortex
breakdown is reduced to 850 as compared to 1000 for the whole
bottom-wall rotation.

The shape of the boundary curves is rather similar to that of the
whole bottom-wall rotation. With an increase in Re, the right
boundary-curve shows transition from no bubble to single bubble,
and the left boundary-curve shows transition from single bubble
to no bubble. The right boundary curve does not seem to show any
consistent trend with R /rd; the Reynolds number for the onset of
vortex breakdown reduces when R /rd is increased from 1.0 to 1.1,
after which the onset Re increases with R /rd. As for the left
boundary curve, there is no much effect for R /rd from 1.0 to 1.1,
after which the Reynolds number increases with R /rd.

Description of Flow Behavior. A typical flow field in the me-
ridional plane is shown by the streamline plot labeled by � in
Figs. 4�a��i� and 4�a��ii� which are for R /rd=1, the case of the
whole bottom-wall rotation. The flow pattern �left diagram labeled
by �� indicates an Ekman boundary layer at the bottom-wall gen-
erated by the rotation. The Ekman boundary layer imparts angular
momentum ��=rv�� to the fluid and centrifuges it toward the
sidewall. The fluid then spirals up the sidewall followed by the top
wall, forming boundary layers at these two walls. The angular
momentum is nearly conserved �5� during the radial inward flow
near the upper region. Finally, the fluid on the top wall spirals
down along the center axis to be sucked back into the Ekman
layer.

In Fig. 4�a��i� Re=1200, H /R=2, there is no vortex-breakdown
bubble because this corresponds to the no-breakdown region �Fig.
3�b�� of the boundary plot. However, for the condition of Re
=1500 and H /R=2, the boundary plot indicates one vortex-
breakdown bubble �Fig. 3�b��; it is consistent that the flow pattern
in Fig. 4�a��ii� shows a vortex breakdown bubble. The location,
size, and shape of the bubble agree well with the experimental
flow visualization reported by Escudier �1�.

In Figs. 4�a��i� and 4�a��ii� the diagrams of the angular momen-
tum labeled by � and azimuthal vorticity labeled by � are also
shown. It is noted that the vortex-breakdown bubble is located
near the regions where the angular momentum is wavy �see Fig.
4�a��ii� under label �� and where the azimuthal vorticity is posi-
tive �see Fig. 4�a��ii� under label ��. This is consistent with the
observations of Lopez �2� �negative in Brown and Lopez �3��.

There have been several previous studies on three-dimensional
vortex breakdown in this type of geometry recently. A brief dis-
cussion is provided here giving an idea of where in parameter
space the flow becomes three-dimensional and unsteady and what
form these flows take. The flow is steady and axisymmetric for
Reynolds number up to 2000. However, with an increase in Re,
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Fig. 3 Boundary curves for the onset of vortex breakdown for
a partially rotating bottom-wall; different parameters effect: „a…
„Ωrd

2 /� ,H /rd…; „b… „Ωrd
2 /� ,H /R…
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Fig. 4 Contours of streamline �, angular momentum �, azimuthal vorticiy � in meridional plane for aspect ratio H /R=2; „i…
Re=1200, „ii… Re=1500; „a… R /rd=1.0, „b… R /rd=1.1, „c… R /rd=1.3, „d… R /rd=1.5; contour levels Ci are nonuniformly spaced, with 20
positive levels Ci=Max„variable…Ã „i /20…3 and 20 negative levels Ci=Min„variable…Ã „i /20…3
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the swirling flow in the enclosed chamber may become unsteady
and/or nonaxisymmetric. For low aspect ratios, 1�H /R�1.63, a
symmetry-breaking Hopf bifurcation occurs at Reynolds number
around 2500 �21,22�. The direct numerical simulation of Marques
el al. �21� showed that the flows evolve to three-dimensional
states characterized by rotating waves with an azimuthal wave
number of 2. For intermediate aspect ratios, 1.63�H /R�2.76,
the flow becomes unsteady prior to a transition to three-
dimensional flow �22–24�. The detailed numerical simulation
�23,24� showed that for H /R=2.5, the flow bifurcates to a time-
periodic axisymmetric state at Re	2707 and becomes three di-
mensional for Re greater than approximately 3580. For higher
aspect ratios, H /R�2.76, the flow bifurcates from the basic state
to three-dimensional state characterized by rotating waves with an
azimuthal wave number of 4 �25�. Besides the above bifurcations,
a double Hopf bifurcation, which involved the simultaneous bifur-
cation of an axisymmetric limit cycle and a rotating wave, has
been found at Re	2627 and H /R	1.583 �21�. Also, at H /R
=1.72, there is competition between two axisymmetric limit
cycles, at about Re=2660 �26�.

Mechanism of Vortex Breakdown. The mechanism of vortex
breakdown has been explained in terms of pressure-gradient and
centrifugal forces by Brown and Lopez �3�, Coriolis and centrifu-
gal forces �27�, and adverse axial pressure gradient �10�. In Figs.
4 and 5 the contours of the centrifugal force, the radial pressure-
gradient force, and the resultant of the two forces are also pre-
sented. These force and pressure-gradient contours will be used in
later sections to explain the effects of Reynolds number, aspect
ratio, and cylinder-to-disk ratio on vortex breakdown.

Ideally, to show the sequence of events leading to vortex break-
down, the force and pressure-gradient contours should be pre-
sented before the onset of vortex breakdown. This sequence of
events has been explained by Lopez �2� in terms of angular mo-
mentum. In the present study, the sequence of events has been
computed in terms of force and pressure-gradient contours before
and after vortex breakdown. However, illustrations are presented
here for two cases before and just after vortex breakdown oc-
curred, which shows more clearly the differences in the contours.

The angular momentum is nearly constant along a streamline
�2� �also see present Fig. 4 under the label ��. Thus the azimuthal
velocity grows with the decrease in r when the swirling flow
converges toward the axis along the top wall. Physically, because
of the negative value of radial velocity �from the sidewall toward
the axis�, the Coriolis force acts in the direction of rotation so as
to increase the azimuthal velocity �27�. This increases the cen-
trifugal force and the resultant force has a positive region near the
top axial region �see Fig. 4 under the label “Resultant Force”�,
which makes the angular momentum contours and streamlines
deviate away from the axis there �3,27� �also see present Fig. 4
under the label ��.

Subsequent to the divergence, the flow turning toward the axis
has been explained by Brown and Lopez �3�. On the diverging
stream surface, the centrifugal force �2 /r is decreased due to the
conservation of angular momentum. Also the axial and azimuthal
velocity components are reduced due to the divergence, leading to
an increase in pressure and reduction in radial pressure gradient.
However, the centrifugal force reduces more than the radial pres-
sure gradient. Thus the flow has a turn toward the axis. This
explains the waviness in the stream surface. When the amplitude
of the wave increases and the wavelength decreases, the associ-
ated axial deceleration causes the flow to stagnate below the crest
of the wave. A near spherical region of recirculating fluid is
formed, termed a vortex-breakdown bubble.

The role of axial pressure gradient has been discussed by Hu-
sain et al. �10�. The flow is azimuthal velocity dominant and the
pressure distribution is governed by the cyclostrophic balance. On
the diverging stream surface, the azimuthal velocity is decreased
and thus the pressure along the axis increases. This creates an

Fig. 4 „Continued….
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adverse pressure gradient along the axis that acts to obstruct the
meridional motion of the flow along the axis. When the adverse
pressure gradient becomes sufficiently large, it causes vortex
breakdown.

Effect of Reynolds Number. The effect of Re on the boundary
of vortex breakdown is summarized in Fig. 3�b�. For the whole
bottom-wall rotation at an aspect ratio greater than 1.2, there is no
vortex-breakdown bubble at a Re lower than 1000. As the Rey-

Fig. 5 Contours of streamline �, angular momentum �, and azimuthal
vorticiy � in the meridional plane for the aspect ratio H /R=1.3; „i… Re
=1200 and „ii… Re=1500; „a… R /rd=1.0, „b… R /rd=1.1, „c… R /rd=1.3, and „d…
R /rd=1.5; contour levels Ci are nonuniformly spaced, with 20 positive levels
Ci=Max„variable…Ã „i /20…3 and 20 negative levels Ci=Min„variable…Ã „i /20…3
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nolds number increases, there is a transition to vortex-breakdown
bubble �at the right boundary curve�. The vortex-breakdown
bubble grows larger with Re. With a further increase in Re, the
vortex-breakdown bubble becomes smaller and then disappears
�at the left boundary curves�.

The contours of streamlines, angular momentum, and vorticity
are shown in Figs. 4�a��i� Re=1200 and 4�a��ii� Re=1500 for the

case of the whole bottom-wall rotation R /rd=1. It shows the
change to vortex breakdown as Re is increased to 1500, in accor-
dance with the vortex boundary plot of Fig. 3�b�, for an aspect
ratio of 2.

At higher Re, a greater proportion of the fluid’s angular mo-
mentum is advected to the upper core region �near the top wall at
the axial region�, which may be seen by comparing Figs. 4�a��ii�

Fig. 5 „Continued….

111101-8 / Vol. 130, NOVEMBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



with 4�a��i�; this gives a higher centrifugal force due to the con-
vection of azimuthal velocity and action of the Coriolis force �27�.
The imbalance of centrifugal force and radial pressure gradient
�see the resultant force contour in Fig. 4�a��i� and 4�a��ii�� gener-
ates a weak centrifugal wave on the fluid as it moves downward
away from the top wall near the axial region. Thus the contours of
angular momentum near the upper axial region show waviness as

explained by Lopez �2� �see Fig. 4�a��ii� under the label ��. As
explained by Husain et al. �10�, this wavy motion generates an
adverse pressure gradient along the axis to cause vortex break-
down. This mechanism explains the transition to vortex break-
down and the growth in bubble size.

However, at a smaller aspect ratio of 1.3, the opposite trend
occurs. With an increase in Re from 1200 to 1500, vortex break-

Fig. 5 „Continued….
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down disappears �Figs. 5�a��i� and 5�a��ii��. Although this phe-
nomenon is known, there has been little explanation for it. At a
higher Re, similar to the case of the high aspect ratio of 2, a
greater proportion of the fluid’s angular momentum is advected to
the upper core region �near the top wall at the axial region�. The
higher angular momentum gives steeper gradient in its contours
near the top surface, due to the small aspect ratio. Thus there is

greater loss of angular momentum, due to viscous losses at the top
surface, hence smaller centrifugal force near the upper core re-
gion. The resultant force is thus less at a higher Re �see resultant
force contours in Figs. 5�a��i� and 5�a��ii��. The centrifugal wave
is not strong enough to generate vortex breakdown.

The region of positive azimuthal vorticity near the axial region,
coinciding roughly with the wavy streamlines, is extended notice-

Fig. 5 „Continued….
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ably at higher Re, as seen by comparing � plots of Figs. 4�a��i�
and 4�a��ii�. The development of a recirculation bubble is a result
of the positive azimuthal vorticity, as explained by Brown and
Lopez �3� �negative vorticity in their paper� through the stretching
and tilting of vortex lines.

Effect of Aspect Ratio. The effect of the aspect ratio on the
boundary of vortex breakdown is shown in Fig. 3�b�. For higher
aspect ratio, the vortex-breakdown bubble disappears as the aspect
ratio increases beyond the right boundary curve; for example,
there is no vortex-breakdown bubble at H /R=2 for Re=1200. To
examine the aspect ratio effects, the streamlines, angular momen-
tum, and azimuthal vorticity are shown in Figs. 5�a��i� and 4�a��i�
for H /R=1.3 and H /R=2, respectively, at Re=1200. The stream-
line contours show that there is a change to no vortex breakdown
as the aspect ratio is increased from H /R=1.3 to 2.0. At H /R=2,
the angular momentum is lower at the upper core region �near the
top wall at the axial region�.

The angular momentum of the fluid is decreased by viscous
dissipation along the cylinder sidewall �5�. Hence, for a chamber
with a bigger aspect ratio, the angular momentum near the top
axial region is less than that for a smaller aspect ratio. Thus, the
centrifugal force is smaller, which leads to the resultant force
being smaller, and the centrifugal wave is not big enough to gen-
erate vortex breakdown �compare resultant force contours in Figs.
4�a��i� and 5�a��i��.

However, for a smaller aspect ratio, the vortex-breakdown
bubble disappears as the aspect ratio decreases to values before
the left boundary curve; for example, there is no vortex-
breakdown bubble at H /R=1.3 for Re=1500. The effects of the
aspect ratio on the streamlines, angular momentum, and azimuthal
vorticity are shown in Figs. 5�a��ii� and 4�a��ii� for H /R=1.3 and
H /R=2, respectively, at Re=1500. The streamline contours show
that there is a change to no vortex breakdown as the aspect ratio is
reduced to 1.3, as seen in Fig. 4�a��ii�. At H /R=1.3, the angular
momentum is lower at the upper core region �near the top wall at
the axial region�.

At a smaller aspect ratio, there is a high viscous loss near the
top lid region, as the angular momentum gradients are steeper due
to the chamber being more confined. Reducing the aspect ratio
further will increase the viscous effect of the top lid, which leads
to a decrease in the angular momentum, hence decreases in the
centrifugal force and the resultant force �see centrifugal force and
resultant force contours in Figs. 4�a��ii� and 5�a��ii��. Thus, vortex
breakdown disappears with the reduction in the aspect ratio �com-
pare Figs. 4�a��ii� and 5�a��ii��.

To summarize, there are two main mechanisms that explain the
effect of aspect ratio. When the aspect ratio is high, the losses are
mainly from the sidewall and increasing the aspect ratio leads to
the disappearance of vortex breakdown. However, when the as-
pect ratio is small, the losses are mainly from the top lid and
reducing the aspect ratio will lead to the disappearance of vortex
breakdown.

Effect of Cylinder-to-Disk Ratio. In Figs. 4�b�–4�d� and Figs.
5�b�–5�d� the diagrams of streamline �, angular momentum �,
and azimuthal vorticity � for the case of the partial bottom-wall
rotation are shown. The arrow below the bottom-wall indicates the
radius of the rotating wall. As compared with the whole bottom-
wall rotation, the partial bottom-wall rotation has some effects on
the onset and size of the vortex-breakdown bubble, which are
consistent with those of the boundary curves in Fig. 3�b�.

The contours of streamlines show that the corner vortex be-
comes obvious for the smaller rotating disk �see Figs. 4�d� and
5�d�� as the fluid is unable to turn a sharp corner. In a previous
study by Piva and Meiburg �12�, the corner vortex extends to the
top surface at a large R /rd greater than 2.3.

The distribution of the angular momentum is of particular in-
terest in the present study. The fluid obtains its angular momentum
in the Ekman layer on the rotating disk and loses angular momen-

tum as it moves along the stationary bottom- and sidewalls. The
momentum contours clearly show that angular momentum is be-
ing dissipated when the fluid leaves the rotating disk �see Fig. 4�d�
below label �� and moves along the stationary bottom-wall.

The azimuthal vorticity contours show some differences as
compared with those of the whole bottom-wall rotation. The posi-
tive azimuthal vorticity near the sidewall starts from the edge of
the rotating disk �Fig. 4�d� for partial bottom-wall rotation� in-
stead of from the corner �Fig. 4�a� for whole bottom-wall rota-
tion�, which is consistent with the development of an additional
boundary layer along the stationary bottom-wall.

Note that when there is a vortex-breakdown bubble, the angular
momentum shows waviness �for example, compare � plots of
Figs. 4�b��i� and 4�b��ii��. Also, the positive azimuthal vorticity
has a larger region �compare � plots of Figs. 4�b��i� and 4�b��ii��.
These two features are consistent with the results of Lopez �2�.

For the right boundary curve in Fig. 3�b�, it shifts rightward
when R /rd is increased from 1.0 to 1.1. Then it shifts leftward
when R /rd is further increased from 1.1 to 1.5. There seems to be
two opposing influences of R /rd; thus its resultant effect depends
on which one is dominant.

The opposing influences of R /rd may be interpreted by using
the physical mechanism of vortex breakdown for swirling flow, as
explained by Brown and Lopez �3�, Gelfgat et al. �27�, and Husain
et al. �10�. The central core flow diverges if the centrifugal force
exceeds the radial pressure gradient. The initial increase in R /rd
from 1.0 to 1.1 has the effect of increasing the centrifugal force
near the upper core region �see centrifugal force contours in Figs.
4�a� and 4�b�� because the fluid is rotated through a smaller rotat-
ing wall, which gives more swirling motion away from the side-
wall where there is viscous loss of angular momentum. The in-
creased centrifugal force causes an imbalance with the pressure
gradient �see resultant force contours in Figs. 4�a� and 4�b��,
which leads to bigger vortex-breakdown bubble. Thus the physical
aspect ratio has to be larger for vortex breakdown to cease; that is,
the effective aspect ratio has become smaller.

The increase in R /rd from 1.1 to 1.5 has the effect of causing
loss of angular momentum because the stationary part of the
bottom-wall is bigger. The centrifugal force at the axial region
near the top wall is reduced �see centrifugal force contours in
Figs. 4�c� and 4�d��, which leads to cessation of vortex break-
down. As compared with the whole bottom-wall rotation, the
cylinder-to-disk ratio of 1.5 has no vortex breakdown at a smaller
aspect ratio. That is, the effective aspect ratio seems to be larger;
thus the physical aspect ratio can be smaller for vortex breakdown
to cease.

Figure 3�b� �left boundary curve� shows that with a smaller
rotating disk, the boundary-curve shifts rightward when the
cylinder-to-disk ratio is increased from 1.0 to 1.1. Then it shifts
leftward when the cylinder-to-disk ratio is further increased from
1.1 to 1.5. Again, there seems to be two opposing influences of
R /rd; thus its resultant effect depends on which one is dominant.

The initial increase in R /rd from 1.0 to 1.1 has the effect of
reducing the centrifugal force at the axial core region near the top
�see centrifugal force contours in Figs. 5�a� and 5�b��, because the
fluid is rotated through a smaller rotating wall, which gives more
swirling motion at the top region. The viscous loss of angular
momentum there is more due to the steeper gradient. The reduced
centrifugal force leads to no vortex-breakdown bubble.

The increase in R /rd from 1.1 to 1.5 has the effect of reducing
viscous loss of angular momentum from the top surface as the
main swirling motion is nearer to the axis. The centrifugal force at
the axial region near the top wall is higher, which leads to vortex
breakdown �see centrifugal force contours in Figs. 5�c� and 5�d��.
As compared with the whole bottom-wall rotation, the cylinder-
to-disk ratio R /rd of 1.5 has vortex breakdown at a smaller aspect
ratio.

There is a critical aspect ratio H /R below which vortex break-
down never occurs at any Re �see left boundary curves in Fig.
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3�b��. It is seen that the critical aspect ratio for the partially rotat-
ing bottom-wall is less than that for the whole bottom-wall rota-
tion; the critical value is 0.97 for R /rd=1.5. The critical value for
different R /rd is summarized in Fig. 6, which decreases approxi-
mately linearly with an increase in R /rd. The additional stationary
bottom-wall acts like a sidewall, which seems to increase the as-
pect ratio; thus vortex breakdown may occur at a smaller aspect
ratio.

Concluding Remarks
The flow in an enclosed cylinder with a partially rotating

bottom-wall may be of interest to a cell-culture bioreactor stirred
by a magnetic rotating-rod at the bottom, in which the mixing
parameter and shear stress may be influenced by the vortex-
breakdown phenomena. This study presents nondimensional re-
sults of the boundary curves for the first onset of vortex break-
down. It is concluded that the aspect ratio should be based on the
cylinder radius. An additional parameter is the cylinder-to-disk
ratio. The present definition of Re is similar to that of Piva and
Meiburg �12�, whose flow chamber also has a partially rotating
bottom-wall but with a free surface. However, their aspect ratio is
differently defined as H /rd because their cylinder-to-disk ratio
R /rd is varied to a value much larger than that of the present
study. It is shown that correlating the results in terms of these
parameters is more meaningful.

The critical aspect ratio to have vortex breakdown is found to
be reduced to about 1, as compared with the whole bottom-wall
rotation in which the critical aspect ratio is 1.2. The minimum Re
for vortex breakdown is reduced to 850 as compared with 1000
for the whole bottom-wall rotation. At the same Re, R /rd influ-
ences the vortex-breakdown boundary curve by either increasing
or reducing the effective aspect ratio. Thus, the physical aspect
ratio for onset or cessation of vortex breakdown is changed as
compared with that of whole bottom-wall rotation. The influence
may be interpreted from the action of the Coriolis force �27�, the
balance between the radial pressure-gradient and the centrifugal
force �3�, and the formation of adverse axial pressure gradient
�10�. The results of the contours of the streamlines, angular mo-
mentum, and azimuthal vorticity are presented; these detailed con-
tours are consistent with the findings of Lopez �2� that vortex

breakdown occurs when, near the axial region, the angular mo-
mentum contours are wavy and the extent of positive azimuthal
vorticity is larger.
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The Effect of Impeller Cutback on
the Fluid-Dynamic Pulsations and
Load at the Blade-Passing
Frequency in a Centrifugal Pump
A study is presented on the fluid-dynamic pulsations and the corresponding dynamic
forces generated in a centrifugal pump with single suction and vaneless volute due to
blade-volute interaction. Four impellers with different outlet diameters, obtained from
progressive cutbacks (trimmings) of the greatest one, were successively considered in the
test pump, so that the radial gap between the impeller and the volute ranged from 8.8%
to 23.2% of the impeller radius. The study was based on the numerical computation of
the unsteady flow through the machine for a number of flow rates by means of the FLUENT

code, solving the 3D unsteady Reynolds-averaged Navier–Stokes equations. Additionally,
an experimental series of tests was conducted for the pump with one of the impellers, in
order to obtain pressure fluctuation data along the volute front wall that allowed con-
trasting the numerical predictions. The data collected from the numerical computations
were used to estimate the dynamic radial forces and torque at the blade-passing fre-
quency, as a function of flow rate and blade-tongue radial gap. As expected, for a given
impeller diameter, the dynamic load increases for off-design conditions, especially for the
low range of flow rates, whereas the progressive reduction of the impeller-tongue gap
brings about corresponding increments in dynamic load. In particular, varying the blade-
tongue gap within the limits of this study resulted in multiplying the maximum magnitude
of the blade-passing frequency radial force by a factor of about 4 for low flow rates (i.e.,
below the nominal flow rate) and 3 for high flow rates. �DOI: 10.1115/1.2969273�

Keywords: centrifugal pump, volute casing, blade-tongue interaction, unsteady flow
simulation, pressure fluctuation measurements, blade-passing frequency load, effect of
impeller-tongue radial gap

Introduction
The flow through fluid machinery is exposed to several mecha-

nisms that create unsteadiness and are responsible for dynamic
load on the machine and for noise generation. In the case of con-
ventional centrifugal pumps with volute casing operating under
normal conditions, a relevant unsteady phenomenon is the fluid-
dynamic rotor-stator interaction and, in particular, the periodic
interaction between the impeller blades and the volute tongue
�1,2�. This excitation arises from the nonuniform profile of the
relative flow exiting the impeller, with jet-wake patterns, which is
perceived as a fluctuating flow at the volute �3�. The excitation is
especially intense where the distance between the impeller and the
volute is small, that is, at the tongue region of the volute. The
corresponding unsteady load is associated with the blade-passage
frequency and its harmonics.

Very frequently, the radial gap between the impeller and the
tongue is altered in commercial pumps because manufacturers
commonly use the cutting back of the impellers �trimming� to be
mounted in a specific volute as a means to augment the range of
performance characteristics while precluding excessive produc-
tion costs. This brings about the modification of the flow velocity
and pressure distribution along the volute, together with a change
in efficiency for moderate impeller cutbacks �4,5�.

For a given pump, the fluid-dynamic excitation at the blade-

passing frequency is very dependent on the point of operation:
The perturbations are minima for flow rates around the best effi-
ciency point and increase for both low and high flow rates �6–8�.
Besides, the magnitude of the excitation is dependent on the ge-
ometry of the machine at the tongue region, including the tongue
shape, the number of impeller blades, the orientation of the trail-
ing edge of the blades, and, certainly, the radial gap between the
impeller and the volute tongue �3�.

Particularly during the past two decades, several studies have
been conducted on the blade-tongue interaction in centrifugal
pumps. Hasegawa et al. �6� studied the dynamic forces on the
impeller blades of a centrifugal pump with vaneless volute for
several flow rates, by means of a numerous set of pressure sensors
mounted inside the impeller and a slip ring to extract the pressure
signals. They concluded that the resultant force exerted on the
blades was affected strongly by the passing of the trailing edge in
front of the volute tongue, especially for off-design conditions.
They also studied the effect of reducing the number of impeller
blades from 7 to 3 �9� and concluded that, though there was a little
difference in the fluctuating force exerted on each separate blade,
their summation on the whole impeller was larger for the three
blade impeller. Kaupert and Staubli �7� conducted a similar study
on a high specific speed centrifugal pump with double volute.
They analyzed the transmission of the disturbances induced by the
two tongues through the instrumented channel of the impeller,
observing an increasing perturbation magnitude when progres-
sively deviating from the nominal flow rate.

Dong et al. �10� tested a centrifugal pump operating 35% above
the design flow rate, which could be equipped with several volutes
having tongue gaps ranging from 7% to 28% of the impeller ra-
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dius. The analysis of detailed particle image velocimetry �PIV�
measurements �11�, combined with pressure and noise data for
each case, shown a progressive reduction in excitation levels
when increasing the blade-to-tongue gap up to 20% of the impel-
ler radius.

Morgenroth and Weaver �12� investigated the transmission to
the ducting system of the blade-passing frequency pressure fluc-
tuations from a pump with different tongue tips, so that the radius
of the tip could be varied while maintaining a constant blade-
tongue gap of 5.8% of the impeller radius. They found that round-
ing the tongue tip resulted in a reduction of the emitted noise.

Parrondo et al. �8� measured the pressure fluctuations at the
blade-passing frequency along the volute of a pump with a spe-
cific speed of 0.48 for a wide range of flow rates �from 0% to
160% of the nominal flow rate� and two impellers with different
diameters. They observed that reducing the blade-to-tongue gap
from 15.8% to 10% of the impeller radius led to an increase in the
maximum pressure amplitude at off-design conditions of about
50%.

The dynamic blade-tongue load may lead to excessive vibration
and noise levels under certain conditions and, therefore, there is
interest in the estimation of this fluctuating load at the design
stage of the machines. This purpose can be achieved by means of
the numerical calculation of the unsteady flow through the pumps,
with an adequate computational fluid dynamics �CFD� code. Such
unsteady numerical calculations have been the subject of several
studies on different types of pumps and with different methodolo-
gies, ranging from inviscid models �13,14� to large eddy simula-
tion �LES� flow simulations �15� and including both 2D �16� and
3D models �17–21�. González et al. �22� used a CFD code to solve
the 3D unsteady Reynolds-averaged Navier–Stokes �URANS�
flow equations and compute the pressure fluctuations at fBP in a
centrifugal pump with two different impellers. Then they used the
predictions of pressure fluctuations along the front side of the
volute to estimate the dynamic radial forces on the impeller and
obtained a satisfactory agreement when comparing them with the
forces resulting from the pressure fluctuation measurements.

This paper presents a systematic extension of the methodology
outlined in Ref. �22� to estimate the total fluid-dynamic load in-
duced in a centrifugal pump with a single vaneless volute,
equipped with four impellers of different outlet diameters: 0.190,
0.200, 0.210, and 0.215 m. These four impellers, obtained from
progressive trimmings from a primary impeller, permitted to vary
the impeller-tongue gap from 23.2% to 8.8% of the impeller ra-
dius. The unsteady 3D Reynolds-averaged Navier–Stokes equa-
tions were solved by means of the commercial code FLUENT for
each of the four impellers operating with a number of flow rates.
Additionally, experiments were conducted in laboratory for the
same pump, equipped with the 0.210 m impeller, to measure the
pressure fluctuations along the volute for different flow rates, in
order to contrast the predictions from computations. The numeri-
cal results were used to quantify the dynamic radial forces on the
impellers at the blade-passing frequency, as well as the fluctuating
torque, showing the effects of varying the impeller diameter.

Experimental Measurements
The pump available for this study was a single suction and

single volute casing centrifugal pump, with an impeller of
0.210 m in diameter and seven blades with logarithmic profile and
a nondimensional specific speed �S=0.47. The main features of
the pump are summarized in Table 1. Figure 1 shows a scheme of
the pump, with a detail of the tongue region and the location along
the volute of the orifices used to capture dynamic pressure signals.

The pump was tested at a constant speed of 1620�1 rpm in the
laboratory facility described in Ref. �8�, complemented with a
magnetic flow meter to measure the flow rate and piezoresistive
transducers for pressure measurement at the pump inlet and outlet.
Additionally, for the dynamic measurements, the pump was in-
strumented with Kistler 701A piezoelectric pressure transducers

mounted on the front side of the volute at 36 measurement posi-
tions. These transducers were located every 10 deg around the
impeller at a radial distance of 2.5 mm from the impeller outlet
�Figs. 1 and 2�. Pressure signals from the transducers were ampli-
fied, digitized, and fast Fourier transform �FFT� processed to ob-
tain the spectral distributions of the pressure �amplitude and

Table 1 Main characteristics of the experimental test pump

Impeller outlet diameter, d2 �m� 0.210
Impeller outlet width, b2 �m� 0.016
Radius at tongue tip, r3 �m� 0.117
Impeller-tongue radial gap, G 0.114
Number of blades, z 7
Outlet blade angle relative to tangential direction �deg� 29
Blade lean at trailing edge �pressure side� �deg� 10
Blade lean at trailing edge �suction side� �deg� 29
Mean blade thickness at trailing edge �m� 0.007
Rotating speed, � �rad s−1� 169.65
Blade-passing frequency, fBP �Hz� 189.0
Specific speed, �S 0.47

Fig. 1 „a… Scheme of the test pump with location of measure-
ment points. „b… Detail of the tongue region „dimensions in
mm….
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phase� for flow rates ranging from 0% to 160% of nominal flow
rate. Further details about the instrumentation and test procedures
can be found in Ref. �8�. Measurement uncertainty was estimated
to be less than �0.8% for the flow rate and �1% for the pump
head. The sensitivity of the piezoelectric transducers was checked
by comparing their dynamic response to the one from a reference
piezoresistive transducer, when located simultaneously at an espe-
cially designed device that underwent transient processes. The
measurement uncertainty estimated for the pressure fluctuations at
fBP was �1.5%.

As an example of the experimental results, Fig. 3 shows the
spectra of the pressure signals obtained for each flow rate at the
position �=25 deg, which corresponds to the narrow region of the
volute �see angle definition in Fig. 1�. As expected, the dominant
spikes in these spectra are associated with the impeller rotation
frequency �27 Hz� and, over all, to the blade-passing frequency
fBP �189 Hz�. In agreement with previous studies �8�, the maxi-
mum pressure amplitudes at fBP correspond to the lowest range of
flow rate; the high flow rates exhibit large amplitudes, too,
whereas at nominal flow rate, the perturbations are very small.
Indeed, the dynamic excitation at fBP is very much dependent on
the pump operating point, i.e., on the characteristics of the match-
ing between the flow coming out from the impeller channels and
the flow in the volute, particularly in the surroundings of the
tongue �6,11�.

A complementary series of tests was conducted to measure the
flow rate that recirculates from the volute toward the pump inlet,
through the clearance between the wear ring and the impeller
shroud �see Fig. 4�. This radial clearance was 0.1 mm, with an
axial extent of 16 mm. For these tests, the channels of the impeller
were blocked completely with a sealing paste. An auxiliary pump
created a pressure difference through the test pump and the sub-
sequent leakage flow was then measured volumetrically. It was
determined that with the pump running at 1620 rpm and operating
at the best efficiency flow rate, the leakage flow was less than 4%.

Numerical Model
For the computations of the flow through the pump, the domain

was separated into four modularized zones: inlet duct, impeller,
volute, and diffuser plus outlet duct. Each of the modules was
built and meshed independently, so that only the portion corre-
sponding to the impeller module had to be replaced when chang-
ing the impeller diameter, unlike in previous studies by the au-
thors �22�. This prevented any mesh distortion in the rest of the
modules that could affect the results of the simulations. The inlet
and outlet ducts included in the domain were 0.45 m and 0.30 m
long, respectively, in order to take apart the sections at which
boundary conditions are imposed. The impeller module extends
further than the physical impeller toward both the pump inlet and
the volute �see dot lines in Fig. 4�, for convenience of grid match-
ing between adjacent modules with relative motion. Besides, the
impeller module contains the two lateral spaces between the cas-
ing and each side of the impeller, i.e., shroud and hub; the former
extends from the volute until the wear ring round the eye of the
impeller and the second one from the volute until the driving shaft
�Fig. 4�. Since the leakage flow measured for the test pump was
rather small, it was neglected in the numerical model, in order to
keep a reasonable degree of simplicity for the computations. Fig-
ure 5 gives some views of the geometry of the modeled pump,
including the inlet and outlet portions, the impeller seen from the
inlet side, and a comparison of the relative impeller-tongue gaps
considered in this study.

Different unstructured mesh types were created for each zone
depending on the geometrical characteristics, with special mesh
refinement at strategic locations, such as the leading edge of the
blades and the tongue region. Prismatic cells were used for the
inlet and outlet pipe portions, and tetrahedral cells were used for
the rest of the domain, including the impeller and the volute mod-
ules. Figure 6 shows some details of the surface meshes at differ-
ent regions of the domain, such as the tongue separating the volute
and the diffuser, the hub of the impeller with its blades, and the
suction pipe with the inlet guide vane.

Two grid surfaces, one between the inlet duct and the impeller
modules and another between the impeller and the volute modules
�dot lines in Fig. 4�, are subject to relative motion of the meshes at
each side, due to the rotation of the impeller. This relative motion
of the impeller grid with respect to the inlet and the volute mod-
ules during simulation is supported in FLUENT by means of a slid-
ing mesh technique, which uses an interpolation routine to con-
front data of the cells at both sides.

Turbulence was simulated by means of a standard k-� model,
and standard wall functions were used to calculate boundary layer
variables. The time dependent term scheme was a second order
implicit. The pressure-velocity coupling was established by means

Fig. 2 Test pump with pressure transducers installed on the
volute

Fig. 3 Experimental pressure spectra at angular position �
=25 deg, as a function of frequency and flow rate „d2
=0.210 m…

Fig. 4 Flow through pump and leakage from volute to impeller
eye

Journal of Fluids Engineering NOVEMBER 2008, Vol. 130 / 111102-3

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



of the SIMPLEC algorithm. Second order upwind discretizations
were used for the convection terms and central difference schemes
for the diffusion terms. As boundary conditions, a constant total
pressure was considered at the inlet and a uniform static pressure
at the outlet dependent on the flow rate. The latter was introduced
by means of an added loss proportional to the exit dynamic pres-
sure, which simulates the effect of a regulation valve. With these
types of boundary conditions imposed at some distance from the
machine, the pulsating flow results to be less distorted and more
realistic than when defining a fixed flow rate �18,22�.

Mesh independence tests were carried out for the 0.210 m im-
peller and the highest flow rate �about 160% of nominal flow
rate�, by using mesh sizes ranging approximately between 4
�105 and 2�106 cells. In each case, the mesh was especially
refined at the tongue region. Table 2 summarizes the size of the
mesh �for each of the modules� finally selected for the bulk of the

simulations, with approximately 765,000 cells in total. With this
final mesh, the variation observed in flow rate with respect to the
2�106 cell mesh was less than 1% and less than 1.5% for the

Fig. 5 Pump numerical model. „a… Pump with inlet and outlet
ducts. „b… Impeller surface. „c… Impeller-tongue gap for the im-
peller cutbacks tested.

Fig. 6 Details of the surface mesh. „a… Inlet duct, volute and
diffuser. „b… Tongue separating volute and diffuser. „c… Impeller
with shroud removed. „d… Suction duct with inlet guide vane.

Table 2 Mesh size of the modules of the pump numerical
model

Module Total cell number

Inlet duct 128,271
Impeller 347,933
Volute 191,079
Outlet diffuser and duct 98,137

Total 765,420
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head �Fig. 7�. The variation for the amplitude of pressure fluctua-
tions at a given reference position ��=25 deg, front side of vo-
lute� was less than 4% �Fig. 7�. This grid size is still not adequate
enough to investigate the local boundary layer variables, but glo-
bal variables and dynamic flow patterns are well captured, accord-
ing to previous experience �18�. Additionally, the effect of the
inlet and outlet duct lengths on the pressure fluctuations was ex-
plored by means of simulations with both ducts halved and
doubled with respect to the chosen values of 0.45 m �inlet� and
0.3 m �outlet�. The predictions obtained for the pressure fluctua-
tion at the reference position differed in less than 2.4%.

For each of the configurations tested �impeller diameters and
flow rates�, first, a steady flow calculation was carried out for a
given relative position of the impeller �frozen�. After achieving
convergence, the resulting velocity and pressure fields were taken
as the initial conditions for the proper unsteady flow computa-
tions. Each blade passage was computed in a time sequence of 32
steps, i.e., 224 time steps per impeller revolution. At a rotation
speed of 169.95 rad s−1, the corresponding time interval was
1.65�10−4 s. At least ten impeller revolutions were imposed in
the simulation process to ensure the achievement of a stabilized
periodic solution in the numerical sense, that is, the flow variables
become periodic when considering one full revolution, with pre-
dominant fluctuations at the blade-passing frequency. Then the
evolution of the flow during one single blade passage was re-
corded, analyzed, and postprocessed to derive both global �head,
flow rate, and forces� and local variables �pressure fluctuations�.

Numerical and Experimental Results
For each of the impellers, numerical simulations were per-

formed for five flow rates, with flow coefficients � ranging from
approximately 0.02 to 0.14. These five flow rates correspond to
flow ratios of about 20%, 60%, 100%, 120%, and 160% of the
nominal flow rate for each impeller. The nondimensional head-
flow rate diagram of Fig. 8 shows the operating points obtained
for each impeller in the simulations as well as the experimental
performance curve for the 0.210 m impeller �d*=1�. For each
relative flow rate, the operating points corresponding to the four
impellers nearly superpose each other. As expected for this kind of
machines, comparison of the numerical and the experimental data
for the 0.210 m impeller gives good qualitative and quantitative
agreement. The difference between the head predicted and mea-
sured for this impeller remains below 6% for all flow rates but the
highest one; for the latter, for which the head curve drops fast
when further increasing the flow rate, the difference between the
flow rate predicted and measured �for the same measured head�

was about 11%. Part of these differences can be attributed to the
leakage flow between the volute and the impeller inlet, which was
not considered in the numerical model.

Figure 9 presents an example of the instantaneous absolute ve-
locity vectors calculated with the 0.210 m impeller operating at
three different flow rates �about 20%, 100%, and 160% of the
nominal flow rate�. The three diagrams, which correspond to the
same relative position of the impeller blades, highlight the distri-
bution of the flow in the tongue region �at midspan of the impeller
outlet in the axial direction�. At the nominal flow rate, there is a

Fig. 7 Effect of mesh refinement „total number of cells… on the
numerical predictions for the d*=1 impeller operating at 160%
of the nominal flow rate. From top to bottom: flow coefficient,
head coefficient, and amplitude of fBP pressure fluctuation at
angular position �=25 deg, all of them normalized by the val-
ues corresponding to the upper limit of number of cells.

Fig. 8 Experimental head-flow rate curve „d*=1… and numeri-
cal predictions for four impeller diameters

Fig. 9 Velocity vectors in the near-tongue region for the d*

=1 impeller at midspan of impeller outlet width and three flow
coefficients „equivalent to 20%, 100%, and 160% of the nominal
flow rate…
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good matching of the flow coming out from the impeller and the
volute, since the flow aligns with the tongue. On the contrary, at
off-design conditions, the absolute velocity of the flow approach-
ing the tongue forms a large incidence angle with it. At high flow
rate, most of the flow is directed toward the outlet duct, so that the
stagnation point on the tongue shifts toward the impeller side and
a wake is formed on the diffuser side of the tongue. At low flow
rate, a significant portion of the flow close to the exit section of
the volute recirculates through the impeller-tongue gap toward the
narrow region of the volute. In this case, the stagnation point on
the tongue shifts toward the diffuser side, inducing a wake on the
impeller side of the tongue. These results are similar to the ones
presented in other references �1,23�.

The different positions of the stagnation and wake regions
around the tongue tip when varying the flow rate can be also
appreciated in Fig. 10. This figure represents the evolution of the
static pressure in the impeller and in the surroundings of the
tongue �midspan of impeller outlet� for five time steps distributed

during a single blade passage, for the 0.210 m impeller �d*=1�
and for three different flow rates �the same ones of Fig. 9�.

For �=0.143, Fig. 10 shows that, as expected for centrifugal
fluid machines with high flow rates, the pressure difference across
the wall of the blades is always large, whereas the average pres-
sure achieved in the diffuser is rather low. In fact, the minimum
pressure in the pump for this highest flow rate happens to be
located at the wake from the tip of the tongue, on the diffuser side,
which suggests the possibility of cavitation at the tongue of cen-
trifugal pumps operating at very large flow rates, in accordance
with the experimental study by Bachert et al. �24�. Regarding the
pressure fluctuations during one blade-passage period, the relative
peak-to-peak variations in the region of the impeller-tongue gap
are above 40% of the average pressure. At any position along the
volute, the minimum pressure value during the fluctuation cycle
coincides with the passing by of an impeller blade.

For �=0.087 �nominal flow rate�, Fig. 10 shows a lesser pres-

Fig. 10 Time evolution of the static pressure in the near-tongue region for the d*=1 impeller
„at midspan of impeller outlet width… during one blade-passage period. Results for three flow
coefficients, equivalent to 20%, 100%, and 160% of the nominal flow rate.
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sure difference across the wall of the blades than in the previous
case, as well as a bigger pressure value �and a more uniform
distribution� in the diffuser. The amplitude of the pressure fluctua-
tions in the volute is now very small, but the minimum value
during the fluctuation cycle still coincides with the blade passage,
like for the high flow rate.

As expected, the maximum pressure in the diffuser in Fig. 10
corresponds to �=0.021, i.e., the lowest flow rate tested. The
temporal sequence of pressure diagrams shows a particular fea-
ture: the pressure difference across the wall of the blades �between
the pressure and the suction sides�, which in average is small if
compared to the other two flow rates, turns to be negative in a
significant part of the impeller channels when they pass by the
tongue. This behavior, already observed experimentally by Hase-
gawa et al. �6�, is associated with the flow recirculating from the
broad part of the volute through the impeller-tongue gap side �see
Fig. 9�, which imposes a transient partial blockage of the flow
approaching the exit of the impeller and brings about recirculation
inside the impeller channel. The resulting effect on the pressure
fluctuations observed in the region of the impeller-tongue gap is a
remarkable pressure fluctuation magnitude, with peak-to-peak
variations of about 60% of the average pressure. In addition, there
is an important shift in the phase of the pressure fluctuations with
respect to the other two flow rates of Fig. 10 ��=0.087 and �
=0.143�: now the alignment of the blades with the tongue corre-
sponds approximately to the maximum value of the pressure dur-
ing the fluctuation cycle.

In order to contrast the predictions of the numerical model re-
garding the flow fluctuations, the pressure values computed at 36
positions distributed along the front wall of the volute �equivalent
to the locations used in the experiments� were recorded during one
blade passage �32 time instants� and FFT processed to obtain pres-
sure amplitudes and phases at fBP. In analogy with Fig. 3, Fig. 11
presents the spectra of the numerical pressure signals for the
0.210 m impeller �d*=1� at position �=25 deg �see Fig. 1� for
each of the simulated flow rates. Due to the characteristics of the
numerical model, these pressure spectra only exhibit nonzero val-
ues at the blade-passing frequency and its harmonics. As ex-
pected, the amplitude of the spikes at fBP, which are the predomi-
nant ones, increases at off-design conditions, in good agreement
with the experimental spectra of Fig. 3.

Figure 12 compares the distribution along the volute of the
pressure amplitude calculated at fBP, for the four impellers and the
five flow rates tested �a column for each impeller and a row for
each flow rate�. The pressure amplitude has been normalized with
respect to density and the external tangential velocity, which is
different for each impeller. In the case of the reference impeller
�d*=1�, the pressure fluctuations obtained from experiments are
shown as well. Comparison between the numerical and the experi-
mental pressure fluctuation data for this impeller gives a satisfac-
tory concordance, even quantitatively, which is in agreement with
previous results by the authors �18�. The most remarkable differ-
ence with respect to measurements corresponds to the two low
flow rates in the near-tongue region of the volute �0��
�30 deg�, i.e., the zone with maximum pressure fluctuations: pre-
dictions underestimate these maximum amplitudes in about 40%.
At least in part, this difference can be attributed to the flow sepa-
ration that is expected from the tip of the tongue toward the volute
side for such low flow rates �see Fig. 9�, because it represents a
notorious difficulty for a precise numerical simulation of the flow
in that region, due to the lack of sufficient spatial resolution.

All the curves in Fig. 12 show some degree of modulation, with
up to seven hills along the � axis �angular position�. This modu-
lation is the result of the combination of the hydraulic distur-
bances that follow the passage of each blade along the volute
�jet-flow pattern� and, on the other hand, the perturbations induced
when the blades pass by in front of the volute tongue �8�. Whereas
the former only has a localized influence, the latter can affect
significantly a large part of the pump. Along the volute, both
disturbances combine with a relative phase that is dependent on
the angular position, so that the resulting fluctuations can be either

Fig. 11 Spectra of the numerical pressure fluctuations at an-
gular position �=25 deg, as a function of frequency and flow
coefficient „d*=1…

Fig. 12 Amplitude of pressure fluctuations predicted at fBP along the front wall of the
volute, for four impeller diameters „one at each column… and five flow coefficients „one at
each row…. For impeller d*=1, the experimental data are also shown „�, experimental
data; �, numerical results….
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reinforced or canceled. In Fig. 12, the four impellers present a
similar dependence between the distribution of pressure amplitude
and the flow rate. When operating close to the nominal flow rate,
the amplitude of the pressure fluctuations is small and rather uni-
form along the volute, but for both small and high flow rates the
pressure fluctuation amplitude increases, particularly in the nar-
row zone of the volute �in agreement with the conclusions of Fig.
10�.

These results indicate a progressive reinforcement of the blade-
tongue interaction when deviating from nominal operating condi-
tions. For a given flow coefficient, the maximum amplitudes of
the pressure fluctuations increase with the impeller diameter, i.e.,
they increase when reducing the blade-to-tongue gap. This is an
expectable result since a smaller rotor-stator distance implies less
space for the flow to adapt to the geometry changes, that is, it
implies greater velocity gradients and greater stresses. In terms of
the normalized pressure values, when changing from a gap ratio
of 23.2% to 17.0% �the normalized impeller diameter d* varies
from 0.905 to 0.952�, the predicted increment in maximum pres-
sure fluctuation amplitude results to be about 18% for the smallest
flow rate and 26% for the biggest one. These variations increase to
about 73% and 52%, respectively, when reducing the gap ratio
from 23.2% to 11.4% �from d*=0.905 to d*=1�. Finally, reducing
the gap ratio from 23.2% to 8.8% �from d*=0.905 to d*=1.024�
gives increments in maximum pressure fluctuation of about 110%
and 60%, respectively, for the smallest and biggest flow rates.
These results are in agreement with the trends reported in Ref.
�22�.

Radial Forces and Torque at the Blade-Passing Fre-
quency

After completing and storing the unsteady flow computations
corresponding to at least one blade passage period for each impel-
ler and flow rate, the evolution of global magnitudes such as the
unsteady radial forces and torque could be calculated.

In order to check the procedure, first of all, the partial radial
forces at the blade-passing frequency attributed to the outlet pres-
sure distribution were estimated for the d*=1 impeller from the
experimental pressure fluctuations captured along the front side of
the volute �amplitude and phase at fBP�. These forces were ob-
tained by assuming instantaneous pressure uniformity in the axial
direction, so that each measurement location was assigned to an
angular portion of the cylindrical periphery of the impeller and the
modulus and argument of the radial force at each time instant
resulted from proper integration of the pressure data. The same
calculations �i.e., assuming axial uniformity in pressure� were per-
formed for that impeller �d*=1� from the numerical predictions of
pressure fluctuation at the 36 positions along the volute wall. The
partial radial forces so obtained for the five flow rates tested nu-
merically are presented in Fig. 13 by means of orbit diagrams

�x-component versus y-component�, where the x-axis �null force
argument� is aligned with the tongue tip �equivalent to �=0 deg
in Fig. 1�.

As shown in Fig. 13, the blade-passing frequency forces for a
given flow rate complete one elliptical trace during the blade-
passage period. Although there are some differences in the orien-
tation of the numerical and experimental ellipses and in the maxi-
mum force values, the trend of the force can be considered well
captured by the model, with a very small magnitude for the nomi-
nal flow rate and increasing values for off-design conditions, as
expected. For the two biggest flow rates �about 120% and 160%
of the nominal flow rate�, the difference in maximum force mag-
nitude between the numerical and the experimental data keeps
below 10% and the same occurs for the case of 60% of nominal
flow rate. Only for the lowest flow rate tested that difference in-
creases to about 25%. Nevertheless, these differences are sensibly
smaller than the ones observed in the maximum amplitude of
pressure fluctuation for the two lowest flow rates �Fig. 12�, due to
the attenuating effect of the pressure integration around the impel-
ler outlet. Regarding the argument of the maximum force, the
difference between the numerical and experimental values results
to be lesser than 30 deg. These results are similar to those reported
in Ref. �22�.

In consequence, the numerical simulations performed were con-
sidered adequate for a reasonable estimation of the total unsteady
radial forces on the impeller, i.e., not only the ones derived from
the pressure fluctuations at the wall of the volute. Hence, total
radial forces were computed at each time step by means of a full
integration of the instantaneous pressure and shear stress distribu-
tion determined numerically on the impeller surfaces �blades,
shroud, and hub�, only excluding the surface of the shroud wear
ring. The time signals of the force components in the x and y
directions �meridian plane� were FFT processed to give the am-
plitude and relative phase corresponding to the blade-passing fre-
quency and its harmonics. The resulting unsteady radial forces for
each impeller and flow rate are plotted in the orbit diagrams of
Fig. 14. The values of these radial forces for the d*=1 impeller
are significantly greater than those obtained from the pressure
fluctuation data at the volute front side �Fig. 13�. This is due to the
simplifying assumptions implicit in those calculations, such as the
noninclusion of momentum flux distribution on the impeller sur-
faces and, especially, the consideration of pressure uniformity in
the axial direction, since pressure fluctuations are largest at mid-
span of the impeller exit �see, for instance, Ref. �22��. Besides,
Fig. 14 contains the total unsteady radial forces, including the
contribution from the fBP harmonics; therefore, the shape of the
resulting force traces is not elliptical but irregular, sometimes with
two lobules. In spite of the irregularities, most of the orbits are
very strained in the vertical direction, i.e., the magnitude of the
x-component of the radial fluctuating force is very small com-
pared to the y-component.

Fig. 13 Orbit of the unsteady partial radial forces on the impeller obtained from integra-
tion of pressure fluctuations at fBP along the front wall of the volute for the d*=1 impeller
and five flow coefficients „…, experimental data; —, numerical predictions…
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Figure 15 compares the values of the maximum unsteady total
radial force for each impeller, and flow rate. As expected, for a
given impeller, the maximum force value is lowest at nominal
flow rate and increases at off-design conditions. Quantitatively,
this trend depends on the gap value: in the case of the two small-
est impellers, the magnitude of the maximum force is similar for
both low and high flow rates, whereas the two biggest impellers
present force magnitudes that are particularly high for the low
flow rates.

On the other hand, for any given flow coefficient, the maximum
value of the normalized unsteady radial force increases when di-
minishing the impeller-tongue gap, with more accused variations
for the smallest gaps. For example, reducing the gap ratio from
11.4% to 8.8% �i.e., increasing d* from 1.0 to 1.024� leads to an
increment in the maximum unsteady force of about 40% for the
two small flow rates and close to 30% for the biggest flow rate. A
total variation of impeller diameter between the smallest and big-
gest values used in this study, which corresponds to a gap reduc-
tion from 23.2% to 8.8%, results in multiplying the maximum
unsteady force by a factor of 3.8 for small flow rates and about 2.8
for the big flow rates. This trend matches well with a relationship
of proportionality between the maximum force amplitude and G−n

�with n�0� as proposed by Guelich and Bolleter �3� to correlate
pressure pulsations. After collecting data from tests under a vari-
ety of conditions, they suggested values for the exponent n be-
tween 0.6 and 0.9. However, the present predictions of the maxi-
mum unsteady force indicate greater values: 1.4 for the small flow
rates and 1.1 for the big flow rates, with regression coefficients R2

well above 0.99 for all the flow rates tested.
Additionally, the instantaneous total torque on the pump shaft

was determined from the numerical simulations and then filtered
at the blade-passing frequency. Figure 16 shows the resulting
torque amplitude at fBP as a function of the flow rate, for each
impeller diameter. The general trend of the curves resembles that
of Fig. 15, with minimum values of the fluctuating torque for flow
rates close to the nominal one. The most remarkable difference is
that the curves of the fluctuating torque for the two small impel-
lers �d*=0.905 and d*=0.952� nearly overlap. Varying the impel-
ler diameter from d*=0.952 to d*=1.024 �reduction of the
impeller-tongue gap from 17.0% to 8.8%� makes the fluctuating
torque amplitude multiply by factors of about 3.2 for the small
flow rates and 2.4 for the big ones. A fit of the torque data with a
potential function of the type G−n gives exponents of n similar to
the ones obtained by fitting the force data, but in this case the
regression coefficients R2 are poor �usually below 0.9�. The torque
fluctuation amplitude showed in Fig. 16 is particularly high for the
small flow rates, for which the steady driving torque is low �typi-
cal of centrifugal fluid machines�. This results in high values for
the relative torque fluctuations with respect to the mean torque,
especially for the smallest tongue gaps. For the present case and a
flow coefficient of �=0.052 �60% of nominal flow rate�, the rela-
tive torque amplitudes �zero-to-peak� are 3.1% and 4.4% of the
steady torque predicted for the impellers with d*=1 and d*

Fig. 14 Orbit of the total unsteady radial force on the impeller
predicted for four impeller diameters „one at each row… and five
flow coefficients „one at each column…

Fig. 15 Prediction of the maximum magnitude of the total un-
steady radial force as a function of the flow coefficient for the
four impellers tested

Fig. 16 Prediction of the fBP unsteady torque as a function of
flow coefficient for the four impellers tested
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=1.024, respectively. The same relative torques reach values of
5.7% and 7.6% when considering a flow coefficient of �=0.021
�20% of nominal flow rate�.

The trends observed when varying the impeller-tongue gap in
this study are expected to be qualitatively similar for higher per-
formance pumps, though the quantitative extrapolation of these
results is not straightforward. The absolute values of the fluctuat-
ing radial forces and torque estimated at fBP for the pump tested
can be considered low for many applications, provided the pumps
have sufficient structural robustness. Hence, small blade-tongue
gaps are to be preferred since they usually give higher efficiencies
�4�. In fact, in the present case, the pump efficiency �including
viscous hydraulic losses and disk friction losses� estimated from
the numerical simulations varied almost linearly from 71.2% to
74.7% when increasing the tongue gap from the maximum to the
minimum value tested. These results suggest that still better effi-
ciencies can be achieved for further reductions of the impeller-
tongue gap below 8.8% but that can also bring about strong in-
crements in the magnitude of the fluctuations so that eventually
they might represent an unacceptable dynamic excitation for the
pump.

On the other hand, augmenting the impeller-tongue gap from
17.0% to 23.2% gives no significant reduction in the torque fluc-
tuation amplitude, though it still makes the magnitude of the ra-
dial force decrease in around 30%. Hence, further increments of
the impeller-tongue gap above those limits are not expected to
affect significantly the fBP fluid-dynamic forces and torque, in
agreement with Dong et al. �10� with respect to noise production.

Conclusions
The blade-volute interaction in centrifugal pumps can be esti-

mated by means of the unsteady numerical simulation of the flow
with an appropriate CFD code provided with a sliding mesh tech-
nique. For this investigation, the software package FLUENT was
used to study the dynamic characteristics of the flow in a vaneless
volute centrifugal pump with different impellers, obtained from
successive cutbacks of the outlet diameter. The goal of the study
was analyzing the effect of varying the tongue radial gap on the
pressure fluctuations and radial forces and torque at the blade-
passing frequency for a variety of flow rates.

The comparison between the numerical and experimental data
for one of the impellers �d*=1� shows head differences below 6%
for all flow rates but the highest one. The predictions of pressure
fluctuations along the front side of the volute show, too, a good
agreement with the measurements, with maximum fluctuation am-
plitudes for off-design conditions in the near-tongue region of the
volute. Only for the lowest flow rates, the prediction of maximum
pressure amplitude results to be excessively low which is attrib-
utable to the difficulty to simulate properly the flow separation
from the tongue tip. According to the numerical predictions, the
progressive reduction of the impeller-tongue gap from 23.2% to
8.8% of the impeller radius results in subsequent increments of
the maximum pressure amplitude up to about 110% for the low
flow rate and 60% for the high flow rates. Hence, greater pressure
increments are to be expected for further gap reductions.

Unsteady partial forces in the radial direction were calculated
for the d*=1 impeller from integration round the volute of both
the numerical and experimental pressure fluctuation data at fBP.
The comparison of these calculations corroborates that the meth-
odology used for flow simulation can provide a reasonable esti-
mation of the blade-tongue interaction forces from an engineering
point of view. Thus, total unsteady radial forces were computed
numerically for all the impellers and flow rates by means of a full
integration of the instantaneous pressure and shear stress distribu-
tion on the impeller surfaces �only excluding the shroud wear
ring�. The data obtained show that the unsteady forces are minima
in the range of the nominal flow rate, and that, for off-design
conditions, reducing the radial gap from 23.2% to 8.8% of the

impeller radius results in multiplying the magnitude of the radial
forces by factors of about 2.8 and 3.8 for high and low flow rates,
respectively. The predictions of torque fluctuation at the blade-
passing frequency follow a very similar trend.

The minimum radial gap of this study, 8.8% of the impeller
radius, lies within the range 5–10%, which is the usual design
recommendation for volute pumps �25�. According to the present
results, further reduction of the radial gap below those limits can
produce a strong amplification of the dynamic load amplitude,
thus increasing the potential for pump damage. On the other hand,
the augmentation of the radial gap above about 20% of the impel-
ler radius will have little effect on the fBP load. The effects of
smaller blade-tongue gaps or other geometry modifications, such
as different blade or tongue shapes, on the dynamic load due to
blade-tongue interaction can be also explored with the methodol-
ogy of this study, i.e., by means of an appropriate numerical simu-
lation of the unsteady flow through the pumps.
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Nomenclature
b2 	 impeller width at outlet �m�
c 	 velocity modulus �m s−1�

c2r 	 radial component of the velocity at impeller
outlet �m s−1�

d* 	 d2 /0.210, normalized outlet diameter of
impeller

d2 	 impeller outlet diameter �m�
f 	 frequency �Hz�

F 	 magnitude of unsteady pressure force �zero-to-
peak� �N�

fBP 	 z� / �2
�, blade-passing frequency �Hz�
g 	 gravity �m s−2�.
G 	 impeller-to-tongue radial gap

HN 	 nominal head �m�
k 	 turbulent kinetic energy �m2·s−2�

pA 	 pressure fluctuation amplitude �zero-to-peak�
�Pa�

QN 	 nominal flow rate �m3·s−1�
r3 	 tongue-tip radius �m�
t* 	 t / tBP, normalized time

tBP 	 1 / fBP, period of blade passage �s�
t 	 time �s�.

TA 	 torque fluctuation amplitude �zero-to-peak�
�N m�.

U2 	 �d2 /2, tangential velocity at impeller outlet
�m s−1�

z 	 number of blades
� 	 angular position from tongue tip, measured in

the rotating direction �deg�
� 	 c2r /U2, flow coefficient
� 	 turbulent dissipation �m2 s−3�
� 	 fluid density �water� �kg m−3�

� 	 gH / �U2
2 /2�, head coefficient

� 	 rotating speed �rad s−1�
�S 	 �QN

1/2 / �gHN�3/4, specific speed

Subscripts
L 	 value for computations with 2�106 cells

Max 	 maximum value
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x ,y 	 Components in x-, y-directions
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Design Principles and Measured
Performance of Multistage Radial
Flow Microturbomachinery at
Low Reynolds Numbers
This paper introduces and experimentally demonstrates the design concept of multistage
microturbomachinery, which is fabricated using silicon microfabrication technology. The
design process for multistage microscale turbomachinery based on meanline analysis is
presented, along with computational fluid dynamics predictions of the key aerodynamic
performance parameters required in this design process. This modeling was compared
with a microturbine device with a 4 mm diameter rotor and 100 �m chord blades, based
on microelectromechanical system technology, which was spun to 330,000 rpm and pro-
duced 0.38 W of mechanical power. Modeling suggests a turbine adiabatic efficiency of
35% and Re�266 at the maximum speed. The pressure distribution across the blade
rows was measured and showed close agreement with the calculation results. Using the
model, the microturbine is predicted to produce 3.2 W with an adiabatic efficiency of 63%
at a rotor speed of 1.1�106 rpm. �DOI: 10.1115/1.2979010�

1 Introduction
Recently, silicon turbomachines have been developed for vari-

ous applications, such as power generation, propulsion, compres-
sion, and pumping �1,2�. Although there are limitations in the
choice of structural shapes due to the 2D characteristic of the
microfabrication process, the potential benefits of high power per
unit volume and low production cost due to batch processing are
attractive �3,4�. To date, the development efforts of microscale
turbomachines have mostly focused on those with just one pair of
stator and rotor blade rows. However, a single stage configuration
can only provide a limited pressure ratio, consequently restricting
the thermal efficiency of miniature thermodynamic machines.
Thus the need for multiple blade rows has arisen from theoretical
and practical aspects during the development of gas turbines �1�
and steam turbines �5�. High pressure ratios are especially benefi-
cial to achieve a reasonable efficiency in a Rankine cycle, which
produces power by expanding high pressure superheated steam
through a turbine. The working fluid is pressurized in liquid state
by a pump, allowing high pressure ratios, which compensate for
the typically lower operating temperatures than in gas phase Bray-
ton power cycles.

In this context, the concept of the multistage turbine was sug-
gested for the micro-Rankine cycle power generation �5�. The
whole system consists of microfabricated heat exchangers, a
pump, a generator, bearings, and the turbine. The system was
designed to generate a few watts of electrical power from a source
of heat with an overall energy conversion efficiency between 1%
and 12% depending on the thermal conditions. As a core power
conversion component, the efficiency and power output of the
turbine proved to be critical for the performance of the whole
system.

This paper will present the design principles of multistage mi-
croturbomachinery, and characterization of a demo turbine device
to demonstrate the concept of microscale radial flow multistage
turbomachinery and to provide design basis for development of

the related technology. In the first part of this paper, the design
approach for the microturbine with a planar geometry will be
explained followed by aerodynamic analysis of blade rows at low
Reynolds number using computational fluid dynamics �CFD�. The
configuration and fabrication of the demo device and the working
principle of the components will be shown briefly for complete-
ness. Finally, the characterization and test results of the rotating
system and the microturbine performance will be presented.

2 Design Principles of Multistage Microturbines

2.1 Design Space for Microturbomachinery. Typically,
large scale turbomachines operate at high Reynolds numbers �on
the order of 106� and exhibit turbulent flow. Microscale configu-
rations considered to date are mostly in the low Reynolds number
range �100�Re�10,000�, suggesting mainly laminar flow and
higher viscous losses �1,2�. Unfortunately, the body of literature
on blade passage aerodynamics �such as design correlations� is
limited to high Reynolds numbers; hence new investigations are
required at smaller scales.

Furthermore, the microfabrication approach constrains the de-
signer to nontraditional configurations. Lithography allows pre-
cise patterning of the aerodynamic profiles on the surface of a
silicon wafer, and these airfoil shapes are then transferred into the
silicon substrate by deep reactive ion etching �DRIE�. As illus-
trated in Fig. 1, this approach allows the creation of large arrays of
well-defined blades that extend from the silicon substrate, which
are most amenable to radial flow. An important outcome of this
approach is that the flow area, Af, increases linearly with radius,
Af =2�rh, since the blade height, h, is defined during a single etch
step and is therefore constrained to be uniform. Due to this fabri-
cation approach, each stage operates at a different tangential speed
proportional to radius, U=�r, and the blades are constrained to
2D extruded shapes, without twist along the span.

2.2 Radial Multistage Design Approach. The design ap-
proach consists of a meanline analysis based on velocity triangles
with loss, blockage, and deviation factors. This low order model-
ing approach is the basis for preliminary design of traditional
multistage turbomachinery �6�. The flow is, however, purely radial
through concentric rotor and stator stages of constant blade height.
In this paper, the flow is considered to be compressible �ideal gas�
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and adiabatic. The nomenclature used to define the flow velocity
components and the corresponding thermodynamic properties is
illustrated in Fig. 2 for a stage composed of a stator and rotor. The
process consists of conserving total enthalpy in a stator blade row
or rothalpy in a rotor blade row, conserving mass, applying a loss
coefficient correlation to define the total pressure, and applying a
deviation correlation to define the exit flow angle. In addition, the
blockage is applied to define the flow area in the mass conserva-
tion relation.

Stator. The pressure loss coefficient for a turbine stator is de-
fined as

YN =
P01 − P02

P02 − P2
�1�

where the subscripts represent inlet �1�, exit �2�, and total �0�
properties in the stationary frame. At the exit, the isentropic rela-
tion for the compressible flow is

P02

P2
= �1 +

K − 1

2
M2

2��k/k−1�

= C2, P02 = C2P2 �2�

where the Mach number is determined from mass conservation at
the exit, as shown in Eq. �3�.

M2 =
V2

�kRT2

, V2 =
ṁ

2�r2�2hK cos �2
�3�

For mass conservation calculations, the density and mass flow rate
are assumed at first. The exit velocity is calculated from mass
conservation using velocity triangles to define the flow angles and
considering the blockage.

The blockage was defined as the ratio of the effective flow area
versus the geometric area �K�1�. The exit flow angle, a2, is de-
fined as the blade angle minus deviation, 	.

The exit temperature is determined from the energy conserva-
tion for the adiabatic flow in the stator based on

T2 = T1 +
1

2Cp
V1

2 −
1

2Cp
V2

2, V1 =
ṁ

2�r1�1h cos �1
�4�

When Eq. �2� is substituted into Eq. �1�, the static pressure at the
exit is expressed as a function of the inlet total pressure and the
loss coefficient:

P2 =
P01

�YN�1 − 1/C2� + 1C2	
�5�

where the inlet total pressure is calculated from the given inlet
static pressure and temperature and the assumed mass flow rate,

P01

P1
= �1 +

k − 1

2
M1

2�k/�k−1�

, M1 =
V1

�kRT1

�6�

Using the ideal gas relation

P2 = �2RT2 �7�

pressure in Eqs. �6� and �7� can be equated:

Fig. 1 Scanning electron microscopy „SEM… image of a typical
radial multistage microturbine formed by DRIE, showing the
rotors „left… and stators „right… on separate chips as well as a
close-up view of one blade row „upper right…. The turbine is
assembled by laying the stator chip over the rotor chip in order
to interdigitate the concentric blade rows.

Fig. 2 Velocity triangles in one turbine stage: „a… velocity triangle diagram and „b… h-s diagram
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�2RT2 =

P1�1 +
k − 1

2
M1

2�k/�k−1�

�YN�1 − 1/C2� + 1	C2
�8�

An iterative approach is then used to solve Eqs. �3�–�8� by chang-
ing the exit density until Eq. �8� is satisfied.

Rotor. In the rotor, the terms are redefined according to the
relative coordinate and accounting for the centrifugal forces. The
subscript 0 is replaced by 0w. The absolute velocity, V, is replaced
by the relative velocity, W.

In the rotating reference frame of the rotor, centrifugal forces
will do work on the flow and therefore relative total enthalpy is
not conserved. Instead, rothalpy, I0w, which represents relative
total enthalpy corrected for the centrifugal work, is the conserved
quantity along a steady adiabatic streamtube in the rotating refer-
ence frame �7�:

I0w = H +
W2

2
−

U2

2
�9�

Equation �4� therefore changes to

T3 = T2 +
W2

2 − U2
2

2Cp
−

W3
2 − U3

2

2Cp
�4��

Accordingly, the aerodynamic pressure loss, YR, must be de-
fined with respect to the isentropic total pressure, which also
changes across the blade row due to the centrifugal work. Using
the isentropic relations, we can define the equivalent conserved
pressure as the rotary stagnation pressure, P03w:

P03w

P3
= �1 +

k − 1

2
M3w

2 −
U3

2

2CpT3
�k/�k−1�

= C3w �2��

The loss coefficient in the rotor, YR, is then redefined as

YR =
P02w − P03w

P03w − P3
�1��

where the numerator is the change in the rotary stagnation pres-
sure across the blade row.

The process to find the exit condition in the rotor is the same as
the stator except for the above replacements. Through this pro-
cess, all the exit conditions are calculated for the assumed flow
rate, which is the same through all stages. The flow rate is ad-
justed by iteration until the exit static pressure at the final stage
matches the desired value. Power produced by the turbine is ob-
tained from the total enthalpy difference between inlet and outlet
multiplied by the mass flow rate. For the microturbine system
design, this calculation process is repeated to obtain the steady
operating rotor speed �
�, which is obtained when the turbine
power matches the power consumed through viscous drag by the
surface area of the other parts.

2.3 Stage Configuration and Matching. For a turbine, work
should be extracted from each stage with a similar loading distri-
bution. The current radial outflow configuration results in the flow
area and tangential speed that increase linearly with radius. Due to
the work extracted from the flow, the pressure and density of the
working fluid in the compressible flow decrease with radius. With
the proper radial location of each stage, the density decrease can
directly compensate for the through flow area increase and lead to
approximately constant radial velocities in all stages. High veloci-
ties and hence power densities can therefore be maintained
throughout the turbomachine. The desired layout should be such
that the radius ratio between two locations is the inverse of the
density ratio between those locations: r1 /r2=��r2� /��r1�. This
leads to an outward flow turbine configuration, which is the op-
posite of normal practice. The centrifugal forces therefore pump
the flow as we extract the work. For our typical operating condi-
tions and multistage configuration, however, this opposing effect
was found to be minimal compared with the advantage of operat-

ing all the stages at nearly constant high flow velocities. Given the
constant blade height and the large radius ratio between the first
and the last stage, we were forced to choose an outward flow
configuration.

For a baseline mass flow of 24 mg/s, a power level of 1 W per
stage is expected, which corresponds to 40 kJ/kg. In order to
match the specific power levels defined in the cycle analysis of a
Rankine steam turbine, 10–30 stages are expected to be required
�5�. However, Fig. 3 suggests that it is difficult to design more
than five stages on a single rotor. In the six stage design, it is
noticed that most stages have relatively flat curves, suggesting
good robustness, except the last stage �sixth stage�. Although its
power output is more than any other stage, it occurs over a narrow
range and drops dramatically at higher speeds to significantly
negative values. The flow velocity can also change significantly
and in some cases can exceed the critical velocity. This implies
that if the flow rate, heat transfer, and/or the fluid density change,
the power output can change drastically. By changing the geom-
etry of the sixth stage of the turbine, this problem can be avoided.
However, in a stable condition, the last stage does not produce as
much power and is better to be removed. Therefore, a single rotor
is expected to provide on the order of 5 W of mechanical power
�200 kJ/kg�. Preliminary designs were also developed for a 28 W
�1150 kJ/kg�, which consists of five individual rotors in series
with power levels ranging from 3.8 W to 8.4 W. It operates with
an inlet pressure of 8 MPa and a temperature of 780°C �8�.

3 Blade Passage Aerodynamics
Three main parameters are required as input for the above de-

sign process: the loss coefficient, deviation, and blockage. These
aerodynamic parameters depend on the blade passage geometry

Fig. 3 Stage matching for two different stage designs. Base-
line flow rate of 24 mg/s; 1.5 mm diameter rotor for both. Inlet
pressure of 0.6 MPa and outlet pressure varies. „a… Six stage
design and „b… five stage design.
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and operating conditions. The geometry is defined by the airfoil
profile, the stagger angle, and the solidity �i.e., the ratio of the
blade chord to spacing, �=c /s�. Typically, correlations for loss
and deviation are derived from experimental measurements and
used in the initial design process. For a given geometry, they are
found to depend on the incidence angle and Mach number of the
incoming flow but are not a function of Reynolds number for
traditional scale turbomachinery �Re
106� �6�. In the operating
regimes of microturbomachinery �100 Re�100,000� �9,10�, the
influence of Reynolds number is, however, expected to become
important. As a first step, we have therefore chosen to use numeri-
cal simulations to explore the flow behavior in microturbomachin-
ery cascades and to extract the main performance parameters �loss
coefficient and deviation�. These will enable the design of experi-
ments to later validate the simulation results. This approach was
mainly chosen since the size of microfluidic devices precludes the
use of traditional instrumentation and requires the development of
embedded sensors, not currently available. Scaled test apparatus
have also been proposed and exhibit unique experimental chal-
lenges �11�. Fortunately at the microscale, flows are dominantly
laminar and CFD solutions are expected to be increasingly accu-
rate compared with large scale turbulent flows.

The current work is limited to the study of loss and deviation as
a function of incidence and Reynolds number; the effect of Mach
number will be studied subsequently since it was kept low in the
current study and experiments �Minlet�0.2�. Two blade passage
geometries are considered, as described next.

3.1 Blade Passage Geometry. The geometry chosen for this
study is based on the NACA A3K7 turbine airfoil �12�. The pri-
mary series A3K7 is for reaction blades in which there is accel-
eration through the cascades. The camber line shape gives rapid
turning in the forward part of the blade, where the Mach numbers
are low. The profile is defined by a series of points for the camber
line �xc ,yc� and a thickness distribution along that line �with a
maximum thickness to chord of tmax /c=20%�. The stagger �angle
of the blade to the radial direction� and camber �difference be-
tween leading and trailing edge angles� are adjusted in order to
match the flow angles defined during the previous meanline analy-
sis. Different levels of camber are achieved by scaling the tangen-
tial coordinate �xc ,C�yc�, and the blade is tilted to match the
incoming flow angle. High camber �Rotor 1� and low camber
�Rotor 3� blades are analyzed here, with configurations summa-
rized in Table 1. The nominal solidity is �=2. The trailing edge is
slightly modified in order to accommodate microfabrication limi-
tations: It is shortened by 2% chord and kept to a minimum thick-
ness of 4 �m.

3.2 Numerical Simulations. Commercial CFD software
�FLUENT 6.1� is used for the numerical calculations. The steady-
state Navier–Stokes equations are solved for the compressible
laminar flow through a 2D section of the flow field near midspan
with adiabatic walls. The blockage due to hub and shroud bound-
ary layers is currently neglected, such that the flow passage is
assumed to be of constant effective height. A segregated implicit
solver is chosen with the SIMPLEC pressure-flow coupling algo-
rithm and second order upwind schemes for the energy, momen-
tum, and density equations. Cartesian grids were defined with
27,765 nodes �approximately 400�60� for Rotor 1 and 20,645

nodes �approximately 320�60� for Rotor 3, as shown in Fig. 4.
The meshes were refined until the main parameter, which is the
pressure loss coefficient, does not depend on the grid density for
given boundary conditions. Because the calculations were done
for low Reynolds numbers, leading to relatively thick boundary
layers, the mesh density near the surface did not need to be as
refined as for typical high Reynolds number calculations.

The working fluid was air with viscosity defined by Suther-
land’s law and with the following nominal operating conditions:
inlet Mach number M1=0.14, inlet total temperature T01=300 K,
and exit static pressure P2=1 atm. The inlet static pressure is
adjusted to maintain M1 constant as the incidence or Reynolds
number is changed. Calculations were done in a stationary refer-
ence frame in order to simulate cascade test conditions. The com-
putational domain was limited to a single blade passage, with inlet
and outlet regions extending one chord upstream and downstream,
respectively.

3.3 Effect of Incidence. Incidence, defined as the angle be-
tween the incoming flow and the blade leading edge, is a key

Table 1 Blade row configurations

NACA A3K7 Rotor 1 Rotor 3

Chord length 98.29 �m 114.76 �m
Chord axial 93.07 �m 89.33 �m
Inlet angle 56 deg 22 deg
Outlet angle −74 deg −60 deg
Stagger 19 deg 39 deg

Fig. 4 Typical computational grid. Upstream and downstream
areas are not shown and the blade passage is repeated for
illustration purposes: „a… Rotor 1 and „b… Rotor 3
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parameter that affects the aerodynamic performance of macroscale
blade rows. The first set of calculations explores the effect of the
inlet flow angle on the loss coefficient �Eq. �1�� and the exit flow
angle �i.e., deviation�. Numerical results are shown in Fig. 5 for
both geometries studied here �Rotors 1 and 3�. The exit total pres-
sure and exit flow angle are taken as the mass-average values at
the outlet boundary �i.e., one chord downstream of the trailing
edge�; this approach leads to a conservative mixed-out loss coef-
ficient. Within the blade passage, the Mach number reaches 0.5
�Mmax�0.6.

The main observations in Fig. 5 are the increase in loss coeffi-
cient and reduction in flow turning with increasing incidence. The
effect is most important for the high camber blade row �Rotor 1�,
whereas the low camber blade row �Rotor 3� remains practically
unaffected. Unlike high Re turbomachinery, which exhibits flow
separation at high positive or negative incidence angles, flow
separation was not present in the low Re simulations. Negative
incidences even slightly reduced the loss coefficient instead of
increasing it.

3.4 Effect of Reynolds Number. The second set of calcula-
tions explored the effect of Reynolds number on the loss coeffi-
cient and the exit flow angle. Here, Re is defined with blade inlet
properties and blade chord length. Numerical results are shown in
Fig. 6. During these calculations, the inlet Mach number was

maintained at M1=0.14�0.02 and the incidence was fixed to
zero. The Reynolds number was varied by scaling the model and
changing the inlet total pressure to maintain M1.

The most noticeable trend is the gradual increase in total pres-
sure loss and reduction in flow turning as the Reynolds number is
reduced. Below a critical Reynolds number of Recrit=200–300,
the loss coefficient and deviation start to increase dramatically.
This behavior will be discussed later, but it should be noted that
no flow separation was observed. As the Reynolds number in-
creases, the loss coefficient and exit flow angle tend to asymptote
and therefore become less a function of Reynolds number, as
expected.

For design purposes, the following loss coefficient correlation
is proposed:

Y =
D1

�Re
+

D2

Re
�10�

The first term is inspired from the drag of a laminar boundary
layer over a semi-infinite flat plate, while the second term stems
from the consideration of the finite plate or airfoil length �13�. By
fitting this expression to the numerical results, the following co-
efficients are found for the specific conditions listed in Secs 3.1
and 3.2: �a� Rotor 1: D1=6, D2=400 and �b� Rotor 3: D1=6,

Fig. 5 Loss coefficient „a… and exit flow angle „b… as a function of incidence for high camber „Rotor 1…
and low camber „Rotor 3… NACA A3K7 airfoils with solidity �=2. In all cases Re=350±20 and inlet Mach
number M1=0.14±0.02. The blade exit angles of Rotors 1 and 3 are 74 deg and 60 deg. „a… Loss coeffi-
cient versus incidence and „b… exit flow angle versus incidence.

Fig. 6 Loss coefficient „a… and exit flow angle „b… as a function of Reynolds number for high camber
„Rotor 1… and low camber „Rotor 3… NACA A3K7 airfoils with �=2. In all cases incidence i=0 and inlet
Mach number M1=0.14±0.01. „a… Loss coefficient versus Reynolds number and „b… exit flow angle versus
Reynolds number.
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D2=170. In general, the coefficients �D1 ,D2� will depend on
blade geometry �profile, camber, and solidity� and operating con-
ditions �incidence and Mach number�.

3.5 Discussions

3.5.1 Critical Reynolds Number. The critical Reynolds num-
ber Recrit=200–300 identified above appears to stem from the
change in flow profile at the exit of the blade row, going from the
boundary layer flow to the fully developed flow as the Re de-
creases. Total pressure contours are shown in Fig. 7 for two op-
erating conditions: �a� Re�Recrit and �b� ReRecrit to illustrate
the boundary layer development along the blade passage. As bet-
ter shown in Fig. 8, the profile of the velocity magnitude across
the blade passage at the trailing edge �from suction to pressure
side� shifts from the core flow at high Re to the merged boundary
layers at low Re. This change in the regime appears to be associ-
ated with increased loss and reduced flow turning.

A first-order estimate of the critical Reynolds number can be
derived from laminar flow relations. First, considering the Blasius
solution for the laminar flow over a flat plate �with no pressure
gradient�, the boundary layer thickness at the trailing edge can be
defined as �13�

	c = 5.0��c

u
=

5.0c

�Re
�11�

Since the boundary layers will merge at the trailing edge when
	c=s /2 and solidity is defined as �=c /s, we can solve for Re:

Recrit,1 = 100�2 �12�

Fig. 7 Total pressure contours for NACA A3K7 turbine stage with solidity of 2 „Rotor 3…, showing that
low Reynolds numbers „a… lead to thick boundary layers and slightly shallower exit flow angles than
higher Reynolds number flow „b…. The nonuniformity of the total pressure at the entrance in „a… appears
to be from the heat transfer due to acceleration of the flow. „a… Re=60 and „b… Re=665.

Fig. 8 Profile of the normalized velocity magnitude „V /Vmax…

across the flow passage „Rotor 3… taken at 5% chord down-
stream of the blade row. In x-axis, y /c=0 indicates the suction
side and y /c=1 indicates the pressure side.

Fig. 9 Loss coefficient and exit flow angle as a function of Reynolds number for the same airfoil „Rotor
3… but with different solidities, �=c /s: „a… pressure loss coefficient and „b… exit flow angle
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For the current configurations, �=2, hence Recrit,1=400. A
similar estimate can be done by considering the blade passage as
a channel and defining the Re required such that the entry length,
xentry, is equal to the blade chord, c �13�:

xentry

D
=

c

s
= 0.04

uD

�
= 0.04

uc

�

s

c
= 0.04

Re

�
�13�

Hence,

Recrit,2 = 25�2 �14�

and Recrit,2=100 for �=2. These values appear to bound Recrit
=200–300 found from the numerical simulations. Based on these
observations, one can suggest the following correlation for the
critical Reynolds number:

Recrit = 60�2 �15�

3.6 Effect of Solidity. The above expressions suggest that
blade rows of higher solidity would incur higher losses and devia-
tion at low Reynolds number. Figure 9 illustrates this point by
superposing results for �=2 and �=2.5. We can observe a ratio of
approximately �2.5 /2�2
1.5 between the Recrit �i.e., knee of the
curve� for both solidities.

3.7 Effect of Blockage. Blockage is caused by many flow
effects such as boundary layer on the endwalls and the blades,
secondary flows, and tip leakage. In order to simplify the analysis
and due to lack of relevant data at this small scale, only boundary
layer on the endwalls was included in the calculations. The block-
age was defined based on the boundary layer growth theory as
follows:

K = 1 − a��r �16�

where �r represents radial position from the flow inlet and the
constant a depends on the geometry and flow condition.

4 Configuration of Silicon Microturbine Device
In order to prove the design concept of the multistage micro-

turbomachinery, a demo microturbine was developed and fabri-
cated using the silicon microtechnology, which is commonly used
in the semiconductor industry. The device was designed to have
four stages of blade rows producing about 1 W of mechanical
power each from steam with 200°C and 3 atm at 1.3�106 rpm,
which corresponds to 270 m/s of the rotor tip speed �8�.

The fabricated device encloses a 4 mm diameter rotor and con-
sists of the flow paths to the turbine and bearings, as shown in Fig.
10. The bearing system, which supports the rotor axially and lat-
erally as it rotates, is composed of hydrostatic thrust and journal
bearings �JBs�. The JB, which corresponds to the circumferential
gap surrounding the rotor, exploits the loss mechanisms at the
entrance of the narrow channel and difference of pressure distri-
bution between opposite sides of the bearing to create a restoring
force �8�. The thrust bearing �TB�, which consists of small circular
nozzles underneath the rotor, utilizes the flow resistances between
nozzles and a planar clearance to balance out the axial movement
of the rotor. The rotor is a disk with four concentric blade rows on
one side, each composed of 80–180 blades. Four rows of stator
blades also extend out from the upper layer, between the rotor
blade rows, making an interdigitated radial flow turbine, as shown
in Fig. 11. The height of the rotor blades is 70 �m and that of the
stator blades is 50 �m. The profile details of the fabricated blades
and their shapes are described in Table 2 and Fig. 12, respectively.
The geometry chosen for this study is based on the NACA A3K7
turbine airfoil, as in Sec. 2 �12�. The solidity of each blade row
�chord-to-pitch ratio� is 2, and the radial gap between the blade
rows is 25 �m. The base tip clearance of the rotor blade is
1.5 �m and that of the stator is 20 �m, which stems from the
excessive etching during the fabrication process �8�.

As illustrated in Fig. 10, the high pressure flow is fed from the
top, does a right angle turn into the first blade row, and flows
outward through the subsequent blade rows. Expansion of the
working fluid provides the energy to drive the rotor. The increas-

Fig. 10 Configuration of the demo microturbine device. The
letters „A–E… identify the five wafers.

Fig. 11 Microturbine device: chip-scale view of the 15
Ã15 mm2 device „left… and close-up infrared „IR… picture of in-
terdigitated blade rows „right…. Darker blades are rotors and
brighter ones are stators.

Table 2 Specifications of the stator and rotor blade rows

Stage Inlet angle
�deg�

Outlet angle
�deg�

Radial length
��m�

Chord length
��m�

No. of blades

Stator
1 14 67 96.4 140.8 87
2 53 66 93.3 98 155
3 33 61 93.4 96.4 168
4 16 59 92 94.2 181

Rotor
1 53 70 94.1 98.9 139
2 37 62 93.8 106.9 158
3 16 57 92.2 116.3 168
4 −9 65 90.3 147.6 152
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ing flow area along the stages maintains a nearly constant flow
velocity, which can prevent premature choking in the flow pas-
sages. The bearing flows are supplied from the bottom. The jour-
nal bearing flow goes to the journal bearing plenum �JBP� and
joins the turbine exit flow to be discharged after passing through
the narrow gap. The thrust bearing flow splits into two directions
and is discharged to the journal bearing plenum and to the atmo-
sphere through the exhaust channel beside the nozzles.

The complete device is composed of five wafers, as shown in
Fig. 10: one Pyrex glass wafer �wafer A�, one silicon-on-insulator
�SOI� �wafer B�, and three silicon wafers �wafers C–E�. The glass
wafer, which is the first layer, was machined by ultrasonic drilling.
The other four wafers are fabricated using silicon micromachining
techniques such as photolithography, reactive ion etching �RIE�,
deep reactive ion etching �DRIE�, and plasma-enhanced chemical
vapor deposition �PECVD� to create channels, nozzles, bearings,
and turbine blades. The machined layers are then anodically
bonded �between wafers A and B� and fusion bonded �between
wafers C–E�. Details about the bearing system design, the fabri-
cation process, and the operating procedures are beyond the scope
of this paper; they are presented elsewhere �8,14,15�.

5 Experimental Testing and Analysis

5.1 Experimental Setup and Operating Procedures. The
test setup is composed of a gas flow control system and measure-
ment sensors adopted from the previous microturbine develop-
ment �16�. The working fluid is air for the experiments. The gas
test consists of six separate pressure sensors �OMEGA® PX4202�
and five mass flow controllers �MKS® 1179A� for bearing and
turbine operation, an eight-channel pressure sensor �Scanivalve®

Zoc17IP/8PX-APC 100PSID� for turbine interblade row pressure
measurement, and one optical displacement probe �Philtec®

Model 6D� for the measurement of the rotational speed of the
rotor.

The eight pressure sensors are connected to interblade row
static pressure taps, which correspond to the exit points of each
blade row. The turbine inlet pressure, which is the first stator inlet
pressure, could not be directly measured due to the lack of space
for the pressure tap in the device but was derived by assuming the
inlet pressure in the modeling and calculating interblade row pres-
sures. The inlet pressure is defined when the calculated first stator
exit pressure closely matches the measured one. The device is
operated by maintaining the thrust bearing flow rate constant with
a fixed feed pressure. The turbine flow rate is then increased by
regulating the differential pressure between the supply and ex-
haust of the turbine using the metering valves.

5.2 Measured Performance and Predictions. During opera-
tion, pressure, flow rate, and rotation rate data were obtained.
Figure 13 shows the turbine flow rate as a function of differential
pressure between turbine inlet and outlet �dP�. The uncertainty of
the flow rate comes from the measurement error of the sensor.
Figure 14 shows the rotational speed in rpm as a function of the

turbine flow rate. The maximum speed measured from the test was
330,000 rpm, which corresponds to 70 m/s in tip speed for the 4
mm diameter rotor. Up to this speed, no instability in the rotor
operation was observed. Currently, the maximum rotational speed
achieved has been limited largely due to device failures, stemming
from bearing limitations and mechanical failure �8�.

Prediction. The model calculates the speed and turbine flow
rate using the estimated pressure differential as an input. The
speed results from the balance between the turbine power and
surface drag torques acting on the rotor. The power generated by
the turbine is estimated as the product of the mass flow rate and
enthalpy difference between inlet and outlet. Detailed calculation
procedure of the speed and power is beyond the scope of this
paper but can be found in Ref. �8�.

In this calculation, the loss coefficient and blockage were in-
cluded in the meanline analysis. The correlation for the profile
loss of the turbine blades was obtained by the 2D CFD calcula-
tions and expressed as a function of Reynolds number, as men-
tioned in Sec. 3. The coefficients in Eq. �10� were only predicted
for Rotors 1 and 3 using the CFD calculations. For the other blade
rows, they were linearly interpolated according to their camber
angles assigning higher values for bigger angles.

Based on the CFD data, the impact of incidence was found to
be relatively small compared with Reynolds number effects. For
simplicity here, the constants are considered as functions of ge-
ometry only, especially camber angle, assuming negligible inci-
dence effects and low Mach numbers �M�0.2�.

The loss may be split into several categories such as profile
loss, endwall loss, secondary loss, and tip clearance loss �17�. The
correlation mentioned above corresponds to the profile loss, which
is associated with boundary layer growth over the blade profile, a

Fig. 12 Fabricated stator and rotor blade rows. Upper rows
are the stator, and lower ones the rotor. After device assembly,
these become interdigitated.

Fig. 13 Flow rate as a function of the differential pressure
across the turbine

Fig. 14 Rotation rate as a function of the flow rate of pressur-
ized air. Data are presented for two different devices showing
repeatability. These data come from Ref. †14‡, but shown here
for completeness.
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characteristic of the two-dimensional flow around the airfoil. The
other losses are related to 3D effects of the turbine flow. In the
current modeling, these 3D effects were not predicted but were
considered by multiplying the profile loss coefficient in Eq. �10�
by a factor greater than unity. A factor of 1.4 was found to fit the
calculation to the measured data as closely as possible. This ap-
proach assumes that the total loss is proportional to the profile
loss, as suggested in large scale turbine research �17� and micro-
scale investigations �9�. Furthermore, the factor of 1.4 used here is
similar to that extracted from the comparison between 2D and 3D
CFD calculations done for other microturbomachines �9�.

The coefficient a in Eq. �16� for blockage in each blade row
was fixed to 8 based on previously published CFD results, which
were obtained for higher Reynolds number range �9�.

Although CFD investigations �Sec. 3� suggest that the exit flow
angle varies at low Reynolds number range, deviation effects were
not included in this model due to the difficulty in generalization
for different angles from the limited CFD data. These simplifica-
tions are also applied to the calculations for characterization and
projected performance at higher speeds in Secs. 5.3, 6.1, and 6.2.

The modeling results show slightly higher values for the same
flow rate compared with the experimental data. As mentioned pre-
viously, the model does not include the loss factors for changing
incidence and high Mach number and simply accounts for 3D
losses by applying a correction factor. This may contribute to the
higher prediction of the model. Also, the excessive tip clearance
of the stator could be a cause. The clearance between the stator
blade tips and the rotor surface was about 40% of the blade
height, which resulted from the device fabrication process. That
portion of the turbine flow can pass through the stator blade rows
without appropriate turning, which would in turn reduce the fluid-
to-mechanical energy conversion in the rotor, hence resulting in
lower speed and power per unit flow.

5.3 Turbine Characterization. The pressures between the
blade rows were measured at each operating condition. Figure 15
shows the pressure distribution at one operating point. The trend
of the other data points is typically similar to that illustrated here.
Generally the mechanical power generated by the flow is propor-
tional to the pressure drop across the rotor blades. The pressure
distribution shows that there is higher pressure drop in the first
rotors than the last: �P�R1��P�R2��P�R3 /R4�, which re-
flects power production in the same order, as shown in Fig. 16.

The power produced from each stage is around 0.1 W in aver-
age, totaling 0.38 W at the highest measured speed.

6 Discussion

6.1 Loss and Efficiency. Unlike large scale turbomachinery,
which operates usually at high Reynolds numbers �107 Re�108�,
this microturbine runs at very low Reynolds number ranging from
Re=102 to 103. The viscous loss effects are clearly expected to
become dominant in the microturbine. The turbine cascade CFD
calculation for microscale turbines showed that the pressure loss
is at least one order of magnitude higher than for conventional
machines �17�. Figure 17 shows the averaged loss coefficient as a
function of the averaged Reynolds number for the current geom-
etry and flow condition, using the meanline model and correla-
tions proposed herein. As expected, the loss decreases as Re
increases.

The total adiabatic efficiency of the turbine, which is defined as
the ratio of the actual total enthalpy differential to isentropic total
enthalpy differential, reaches 35.7% at Re=266, as shown in Fig.
18. When the Reynolds number increases, the viscous loss coef-
ficient decreases so the adiabatic turbine efficiency should in-
crease, as shown in Figs. 17 and 18. They reveal the significant
impact of the Reynolds number, especially in this low range, and
the benefit of higher-speed operation for better efficiency.

6.2 Prediction for Higher-Speed Operation. As shown in
Sec. 6.1, the efficiency at the measured speed is still much lower
than that of large scale turbines, which are normally over 80–90%.
Although it is not expected that small devices can reach efficiency
levels of large machines due to fundamental scaling �10�, it is
desirable to increase the turbine efficiency up to a certain level to
achieve reasonable performance of the overall power production
microsystem.

Figures 19 and 20 show the projected turbine efficiency and the
power produced from each stage. In the calculation process, the

Fig. 15 Pressure distribution throughout the multistage mi-
croturbine. The relative radial position indicates the distance
from the center of the rotor divided by the disk radius, and the
pressure difference is the measured pressure subtracted by
the exit pressure. The rotors and stators for each of the four
stages are identified by R# and S#, respectively.

Fig. 16 Estimated power production from each stage

Fig. 17 Estimated pressure loss coefficient, Y, as a function of
Reynolds number. The numbers are averaged values across
the blade rows.
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static pressure at the outlet is fixed at atmospheric conditions and
the inlet static pressure varies. The speed and flow rate at the
highest performance point are 1.1�106 rpm and 3500 SCCM
�SCCM denotes cubic centimeter per minute� with a turbine pres-
sure ratio of 3:1. The projected efficiency reaches up to 63% at
Re=674 for a total turbine power of 3.2 W. The estimated effi-
ciency appears to be acceptable considering the micro-Rankine
power cycle analysis �5�. Therefore, high-speed operation over 1
�106 rpm or Re600 is recommended for the current design to
achieve the required levels of performance.

These predictions suggest that the current multistage turbine
configuration may need to be revised since the power production
distribution at high pressure range is different from the low pres-
sure range, as shown in Fig. 20. The increasing production of the
second stage over the first stage comes from higher expansion in
that stage. This phenomenon could be undesirable because the

unexpected expansion can cause premature choking and can dete-
riorate the overall performance of the turbine. In this perspective,
further analysis of blockage, loss, deviation, and heat transfer in
low Reynolds turbomachinery and high-speed testing seem to be
necessary to guide future designs.

7 Conclusion
In this paper, we have presented an approach for the design of

radial flow multistage silicon microturbomachinery and validated
it through experimental demonstration of a microturbine with four
stages. Using a model based on the meanline analysis, it is sug-
gested that a planar radial flow configuration is appropriate but
that a limited number of stages can be implemented per rotor in
practice because it is hard to match the loading across the stages.
The main aerodynamic parameters required for the design process
�loss coefficient and deviation� were defined using computational
fluid dynamics of the laminar flow through standard blade profiles
but in the low Reynolds number range �100�Re�1000�. It was
found that dramatic increases in loss and deviation occur below a
critical Reynolds number of approximately Recrit=200–300. This
behavior is associated with merging of the boundary layers at the
exit of the blade passage. To maintain acceptable efficiency, it is
therefore preferable to limit the scale of microturbomachinery be-
yond this threshold, setting a minimal scale on the order of
100 �m for flow velocities in the hundreds of m/s. Microturbo-
machinery must therefore operate at high speed to achieve accept-
able efficiencies.

A demo four-stage microturbine device was fabricated out of
five wafers using photolithography, shallow and deep etching, and
silicon and glass bonding techniques. The turbine rotor with 4 mm
in diameter is supported by gas lubricated bearings and was spun
up to 330,000 rpm, producing 0.38 W of mechanical power. The
measured pressure distribution between the blade rows shows
close agreement with the modeling results. The modeling suggests
35% of total adiabatic efficiency with an average Re=266 in the
turbine. The efficiency at 1.1�106 rpm is estimated to reach
63%, producing 3.2 W of total power at Re=674.

Considering the unprecedented small scale of the blades and
low Reynolds numbers, the power production and efficiency level
at the recommended operating range are quite encouraging in the
perspective of the whole Rankine cycle efficiency. This research is
expected to provide a guideline on the smallest size and lowest
Reynolds number range for practical microturbines and to contrib-
ute to the development of other types of multistage microscale
turbomachinery, such as pumps and compressors.
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Nomenclature
a � blockage coefficient
c � chord length

Cp � heat capacity
D � channel height
H � enthalpy
h � blade height
I � rothalpy
i � incidence

K � blockage
k � heat capacity ratio

M � Mach number

Fig. 18 Estimated total adiabatic efficiency of the turbine as a
function of averaged Reynolds number

Fig. 19 Model prediction of the total adiabatic efficiency at ex-
tended Re range

Fig. 20 Model prediction of the power production from each
stage at higher differential pressure
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ṁ � flow rate
P � pressure
R � gas constant

Re � Reynolds number
r � radius
s � space between two blades
T � temperature

tmax � maximum thickness of blade
U � tangential speed
u � entry flow velocity
V � absolute flow velocity
W � relative flow velocity

xentry � entry length
Y � pressure loss coefficient
� � inlet flow angle
� � relative flow exit angle
	 � deviation angle

	c � boundary layer thickness
�r � radial position from the flow inlet

� � density

 � rotational speed
� � solidity
� � dynamic viscosity

Subscripts
0 � total property
1 � inlet of the stator blade
2 � exit of the stator or inlet of the rotor blade
N � stationary frame
R � rotating frame
w � property in the rotating frame
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A Parametric Study of Passive
Flow Control for a Short, High
Area Ratio 90 deg Curved
Diffuser
This paper represents the results of an experimental program with the aim of controlling
the flow in a highly unstable 90 deg curved diffuser. The diffuser, which is an integral
part of an open jet wind tunnel at the University of Southampton, has the unique con-
figuration of extreme shortness and high area ratio. In this study, several passive flow
control devices such as vortex generators, woven wire mesh screens, honeycomb, and
guide vanes were employed to control the three-dimensional diffusing flow in a scaled-
down model. Although less successful for vortex generators, the other devices were found
to improve significantly the uniformity of the flow distribution inside the curved diffuser
and hence the exit flow. This study suggests that a cumulative pressure drop coefficient of
at least 4.5 at the diffuser exit with at least three guide vanes is required to achieve
adequate flow uniformity at the diffuser exit. These flow conditioning treatments were
applied to the full-scale diffuser with exit dimensions of 1.3�1.3 m2. Flow with compa-
rable uniformity to the scale-model diffuser is obtained. This study provides valuable
guidelines on the design of curved/straight diffusers with nonseparated flow and minimal
pressure distortion at the exit. �DOI: 10.1115/1.2969447�

Keywords: flow control, curved diffuser, secondary flow, vortices

1 Introduction

The use of “diffusers” is common in aeroengineering applica-
tions. In its simplest form a diffuser has an expanding area in the
flow direction. A wind tunnel is one of the many installations that
incorporate a diffuser. A typical closed-circuit wind tunnel would
normally incorporate a wide-angle diffuser before the nozzle in
order to transform the geometry from a smaller to a larger area.
An additional diffuser, albeit with a smaller divergence angle than
the wide-angle diffuser, is also installed behind the working sec-
tion to recover static pressure from the kinetic energy to increase
the efficiency of the power source. Similarly, higher propulsion
efficiency can be achieved as the result of pressure recovery ob-
tained by installing a diffuser at the inlet of an aircraft engine. The
use of diffusers to increase the handling stability for racing cars is
also well established. Unfortunately, the desired performance of a
diffuser is often compromised by detrimental flow phenomena
induced by the very nature of its geometry.

Bernoulli’s principle implies that an increasing area along the
path of an incompressible flow, as in a diffuser, causes the velocity
to decrease ��u /�x�0� and the pressure to increase ��p /�x�0�.
Under a strong adverse pressure gradient, the boundary layer on
the diffuser wall is likely to separate because the flow cannot
sustain the momentum required to maintain a stable boundary
layer. Ultimately, flow detachment occurs because the fluid par-
ticles at the near wall region experience a greater retarding shear-
ing force than the pressure force pushing it. Flow separation is
undesirable in many fluid systems as it would increase the pres-
sure drag, decrease the core flow area, reduce the handling stabil-

ity, and enhance the structural vibration. In our case, flow separa-
tion is particularly unwanted as it leads to the generation of noise
and turbulence levels.

The use of a “curved” diffuser is common in engineering appli-
cations. Considerable research and development efforts have been
invested into their design. A 90 deg-bent diffuser can sometimes
be found in some closed-circuit wind tunnel designs �1�, whereas
an S-shaped diffusing duct is often adopted in combat aircraft
engine intakes when a shift of axis between the intake and the
engine exists. The presence of a constant area, curved duct intro-
duces centrifugal forces to deflect the core flow toward its outer-
wall region �concave part�. The deflected flow subsequently en-
counters an adverse pressure gradient and is slowed down at the
outer wall. As a result the low energy fluid move around the
sidewalls toward the low-static pressure inner-wall region �convex
part�. This movement creates a cross-stream pressure gradient that
eventually leads to the formation of pressure-driven secondary
flows. When this secondary flow �moving toward the inner wall�
couples with the fast-moving deflected core flow by the centrifu-
gal force �moving toward the outer wall�, two cells of pressure-
driven vortices will be formed. Similar observations can also be
found in curved diffusers, when the flow field becomes more com-
plex. For instance, the secondary flow will inject low momentum
fluid and consequently thicken the inner-wall boundary layer,
which makes it susceptible to flow separation when a streamwise
adverse pressure gradient is present. Sagi and Johnston �2� indi-
cated that the convex nature of the inner wall also decrease mix-
ing there, thereby inhibiting the momentum exchange between the
inner and outer parts of the boundary layer. Therefore, the inner-
wall boundary layer growth becomes more crucial than the outer-
wall counterpart of a curved diffuser. Figure 1�a� depicts the pa-
rameters needed to describe a two-dimensional curved diffuser.

The performance of a curved diffuser is often dictated by just
three dimensionless parameters, namely, W2 /W1 �area ratio, AR�,
Lin /W1 �scaled inner-wall length�, and �� �turning angle� �2�. The
influences of these dimensionless parameters to the first stall lim-
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its for curved diffuser with a circular-arc centerline were compiled
by Fox and Kline �3�. Their correlations are shown in Fig. 1�b�.
From this figure, curved diffusers with a geometry situated below
the first stall limit line are likely to be separation-free and un-
stalled; while the opposite is true for geometries above this line. It
is clear from the figure that the allowance for a higher AR and a
lower value of Lin /W1 decreases when �� increases.

A common design rule for straight and conical diffusers is that
the angle of divergence does not exceed roughly 5 deg in order to
restrain the adverse pressure gradient level �4�. However, this rule
introduces difficulties in a diffuser design when a large AR value
is required since it implies a high diffuser length, thereby requir-
ing a large space to accommodate it. Moreover, the additional
losses due to skin friction and growth of boundary layer displace-
ment thickness in a long diffuser require a higher power plant,
which ultimately increases both initial and running costs. For the
curved diffuser, Sagi and Johnston �2� developed a procedure to
convert inner- and outer-wall potential-flow pressure distributions
from a curved diffuser to a combination of straight-wall diffusers
for the same AR. This has the advantage that, since the flow
regime data for straight-wall diffusers are widely available, suit-
able inner- and outer-wall curved diffuser shape profiles can sub-
sequently be evaluated. However, this practice also has its limita-
tions especially when the curved diffuser to be designed is short
and of large ��. They have concluded that no wall shapes are
possible that allow one to achieve separation-free flow for a
curved diffuser with Lin /W1�4. Note that the diffuser under in-
vestigation here has Lin /W1=2.6.

In the practical application of active and passive devices to
control the three-dimensional flow in a diffuser with a large diver-
gence angle and short length, or with a large turning angle, a
compromise is frequently made between acceptable pressure loss
and having fully attached flow. A common approach is to install
gauze screens inside the diffuser. The screen works in two ways to
prevent flow separation. First, a suitably selected screen can break
off an unstable boundary layer caused by the adverse pressure
gradient and increase the flow mixing. In this way the momentum
exchange within the viscous layers is enhanced and the tendency
of flow separation is reduced. Second, the screen can cause a
pressure drop when flow passes through it. The amount of pres-
sure loss depends on the screen characteristics �discussion on this
issue can be found in the later section�. The introduction of pres-
sure loss in a flow is analogous to an increase in flow resistance,
which has the profound effect of redistributing more evenly the
upstream flow streamlines. Sahin et al. �5� and Seltsam �6� used
gauze screens to control the flow inside their wide-angle diffusers
in which they achieved improved flow uniformity and reasonable

pressure recovery. Based on the data collected from a number of
wide-angle diffuser designs, Mehta and Bradshaw �4� compiled
design guidelines from the basis of AR, divergence angle,
pressure-drop characteristics, and number of screens for straight
diffusers. In contrast, very few studies have been undertaken on
the use of screens in curved diffusers, except that improvement in
pressure recovery in S-shaped diffusers by boundary layer fences
has been reported by Sullerey et al. �7�.

A guide vane, or a flow splitter, represents another attractive
device for diffuser flow control. Moore and Kline �8� successfully
maintained a separation-free 45 deg wide-angle diffuser by in-
stalling five equally spaced flat vanes. Weng and Gou �9� em-
ployed a so-called automatic adjustable blade �AAB� to control
swirl in an S-duct diffuser. The principle of this method is to use
the AAB to deflect inlet flow toward the inner-wall region, thereby
enhancing local flow momentum at the expense of acceptable total
pressure loss at the diffuser exit. Majumdar et al. �10� employed
five adjustable splitter vanes, similar to the AAB, in a large AR,
90 deg-curved diffuser. Significant improvements were reported
in the overall flow uniformity and performance for this otherwise
unstable curved diffuser.

Brunn and Nitsche �11� used synthetic jets to energize the ad-
verse pressure gradient boundary layers pertinent to their straight-
wall diffuser. They found that the longitudinal vortices produced
by the synthetic jets could effectively delay the onset of separation
or reduce the separation bubble lengths due to the more rigorous
momentum exchange between the inner and outer boundary lay-
ers. A major drawback of this active approach is that to perform
optimally it requires a thorough knowledge of the excitation fre-
quency, optimal slot or port dimensions on the wall to allow the
synthetic jet to be injected into the boundary layer, the local
boundary layer characteristics, as well as the ability to respond to
transient changes. Following the same line of approach, an array
of inclined or triangular-shaped devices can be mounted on flow
surface to continuously generate longitudinal co- or counter-
rotating vortices to re-energize the boundary layer. Lin �12� pre-
sented a comprehensive review of the use of small-scale vortex
generators �VGs� to control boundary layer separation. Recently,
Godard and Stanislas �13� utilized hot wire and particle image
velocimetry �PIV� techniques in an attempt to study flow im-
provement produced by vortex generators. They quantified the
distributions and growth of high and low momentum fluids cre-
ated by vortex generators within a decelerating boundary layer.
However, this momentum mixing technique has not yet been ex-
tensively applied to curved diffusers. A notable example is the one

Fig. 1 „a… A schematic depicting the parameters needed to describe a curved diffuser. „b…
Location of the first appreciable stall as a function of �� for circular-arc centerline curved
diffusers „data tabulated from Ref. †3‡….
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described by Reichert and Wendt �14� where tapered-fin vortex
generators were shown to improve aerodynamic performance in a
relatively mild S-shaped subsonic diffuser.

A new large scale, low flow-noise, open-jet blow-down wind
tunnel has been designed, built, and tested at the Institute of
Sound and Vibration Research �ISVR�, at the University of
Southampton in the UK �15�. Of significance in its design is the
construction of a high AR �3.9� and an extremely short �Lin /W1
=2.6� two-dimensional 90 deg-curved diffuser with a circular-arc
centerline and exit dimensions of 1.3�1.3 m2. These extreme
values were necessary due to the limited space of the anechoic
chamber in which the wind tunnel was housed �15�. Figure 1�b�
makes clear that this diffuser will be intrinsically unstable and
prone to large-scale flow separations. The literature suggests that
this particular 90 deg-curved diffuser is the shortest and most un-
favorable ever reported. The space constraints of the building and
the required expansion ratio of the diffuser did not allow relax-
ation of these parameters and so it was imperative to introduce
flow control methods to control the flow such as those discussed
above. Due to the absence of guidelines on the use of the above
techniques in a 90 deg-curved diffuser, a small test tunnel was
built specifically to optimize the passive control devices before
applying them to the full-scale facility.

2 Experimental Setup
Aerodynamic testing of the scale-model diffuser was conducted

in a purpose-built low-speed wind tunnel, as shown in Fig. 2. A
centrifugal blower discharged air through a 49.5 mm diameter
transition pipe into a two-dimensional straight diffuser. This dif-
fuser, with a divergence angle of 4.5 deg, expands to a rectangular
duct with cross-sectional area of 195�49.5 mm2. It is then fol-
lowed by a 400 mm long settling chamber with a honeycomb and
a woven wire screen installed to straighten the flow and to reduce
velocity fluctuations, respectively. A 90 deg-curved diffuser model
was then attached to the settling chamber outlet. Also shown in
the figure is the coordinate system in relation to the exit of the
curved diffuser. Efforts were also made to ensure that uniform
flow exists at the inlet of the 90 deg-curved diffuser. The Rey-
nolds number was 52,640 based on the hydraulic diameter of the
diffuser inlet with an average turbulence intensity of the flow at
about 0.1%.

2.1 90 deg-Curved Diffuser Model. The geometry of the
90 deg-curved diffuser examined in this study is shown in Fig. 3.

It has an inlet area of 195�49.5 mm2 and an outlet area of 195
�195 mm2. This model is about 1 /6 of the full size of the
90 deg-curved diffuser planned for the low noise wind tunnel,
thereby retaining the same AR and Lin /W1 �3.9 and 2.6, respec-
tively�. As shown in the figure both the inner wall and centerline
are quadrant circles with radii equal to 79.5 mm and 180 mm,
respectively. The outer wall is shaped such that equal area distri-
butions are established for the inner- and outer-wall passages rela-
tive to the centerline. Since the boundary layer growth on the
inner wall is more important, 19 static pressure tappings were
distributed along the centerline of the inner wall; whereas no pres-
sure tappings were installed at the outer wall. A special screen
adapter to accommodate a honeycomb and up to four mesh
screens was attached at the curved-diffuser exit. These are then
followed by an extension of a 110 mm straight duct to ensure that
the flow across the last screen does not discharge into the atmo-
sphere immediately. In this case accurate velocity and total pres-
sure measurements can be made inside the straight duct.

2.2 Woven Wire Mesh Screens and Guide Vanes. The

Fig. 2 Schematic of the experimental facility for the flow control study on the
90 deg-curved diffuser model. Coordinate system for the diffuser exit flow is also shown.
Insert diagram: Schematic of a typical guide vane profile. Guide vanes with different aspect
ratios employed in this study were also shown in the table.

Fig. 3 Schematic showing the design of the 90 deg-curved dif-
fuser model. All dimensions are in millimeters.
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pressure-drop coefficient, K, is an important parameter for assess-
ing the aerodynamic performance of a screen. In incompressible
flow, K can be expressed as �16�

K =
�p

q
= A� 1

�2 − 1�B

�1�

where �p is the static pressure drop across the screen, q is the
upstream dynamic pressure, and � is the screen porosity. Con-
stants A and B are usually taken as 0.52 and 1, respectively, for a
square woven type of screen. Equation �1� suggests that the pres-
sure drop produced by a screen is determined solely by its poros-
ity. An important criterion is that the use of screens with porosity
less than 0.5, which corresponds to K more than 1.56, should be
avoided in order to prevent exit flow instability as the result of jet
coalescence �17�. To produce a total pressure drop of more than
1.56 at the diffuser exit, several screens with small K were added
in series to achieve the required cumulative values �see Fig. 2�. A
honeycomb was also installed at the curved-diffuser exit in order
to straighten the flow and to reduce lateral velocity fluctuations.

To assess the effectiveness of guide vanes inside the curved
diffuser model, up to seven vanes with different profiles and as-
pect ratios, AS were tested �see Fig. 2 for definition of AS�. The
vane with the smallest AS was placed nearest to the inner-wall
region and the AS of vanes increase toward the outer-wall region.

The vanes were made from a thin 0.8 mm aluminum sheet in
order to help reduce any impact of leading edge irregularities on
boundary layer separation on the vane surfaces. To minimize
boundary layer growth, and hence the exit shear layer, the leading
edge of the guide vanes was placed at the line in tangent with
L�i� /W1=1.2, where L�i� /W1 is the normalized distance from the
curved-diffuser inlet at the inner wall. This location is chosen
because it is slightly upstream of where the locus of flow separa-
tion occurred at the inner wall for the base line case without flow
treatment �see Sec. 3.1�. Another advantage of locating the vane
leading edges in this position is that the AR of the passage be-
tween adjacent vanes is slightly reduced.

2.3 Vortex Generator Arrays. The VGs used in this study
comprise configurations of rectangular and triangular shapes. Pa-
rameters associated with the VG arrays such as the location,
height, length, skew angle, and spacing are chosen based on the
suggestion by Lin �12� and the schematic showing these param-
eters is shown in Fig. 4 for both the rectangular and triangular
shapes. The VG arrays were manufactured from a thin Perspex
sheet from which each individual generator was cut into the re-
quired shape. They were glued onto the surface by a thin double-
sided tape that spanned across the whole diffuser width. To avoid
excessive dissipation of the strength of the VG-induced longitudi-
nal vortices, special care was taken to place the VG array not too
far upstream from the locus of the boundary layer separation on
the inner wall for the base line case.

Various combinations of screens, guide vanes, and vortex gen-
erators were tested on the 90 deg-curved diffuser model. A selec-
tion of representative cases was chosen for presentation in this
paper, a summary of which is given in Table 1. From the table,
abbreviations q, gv, and vg refer to the cumulative K at the dif-
fuser exit, number of guide vanes, and type of vortex generators,
respectively. The table also include the parameters associated with
the VG configurations used in this study.

2.4 Instrumentation and Measurement Techniques. A
3.8 �m TSI 1210-T1.5 single hot wire probe was used to measure
the mean and fluctuating velocities at 135 mm from the
90 deg-curved diffuser exit. The hot wire was heated by a
constant-temperature anemometer �TSI IFA300� with an overheat
ratio of 1.8. To measure the velocity at the cross-sectional area
perpendicular to the direction of flow at the curved-diffuser exit
�y-z plane�, the hot wire was attached to a computer-controlled
two-dimensional traverse mechanism. The accuracy of the
traverse is within �0.01 mm in both directions. In the current
study, a traverse matrix of 20�38 measurement points was se-
lected in the y and z directions at separation intervals of 10 mm

Fig. 4 Schematics showing the parameters required to de-
scribe the „a… rectangular and „b… triangular-shaped vortex
generators

Table 1 Summary of cases presented in this study. Note that each case is represented by
abbreviations with g as the cumulative K at the diffuser exit, gv as the number of guided vanes,
and vg as the type of vortex genertors. � is the boundary layer thickness at the diffuser inlet.

Abbreviations

Cumulative
K at diffuser

exit

No.
of

guided
vanes

Types of
vortex

generators
Length,

l /h
Height,

h /	
Spacing,

s /h



�deg�

q=0, gv=0, vg=0 0 0 — — — — —
q=0, gv=7, vg=0 0 7 — — — — —

q=5.5, gv=0, vg=0 5.5 0 — — — — —
q=3, gv=3, vg=0 3 3 — — — — —
q=3, gv=7, vg=0 3 7 — — — — —

q=5.5, gv=3, vg=0 5.5 3 — — — — —
q=4.5, gv=7, vg=0 4.5 7 — — — — —
q=5.5, gv=7, vg=0 5.5 7 — — — — —
q=0, gv=0, vg=1 0 0 Rectangular 4 0.2 9 45
q=0, gv=0, vg=2 0 0 Triangular 4 0.2 9 45
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and 5 mm, respectively.
The signals from the hot wire were sampled for 6.6 s at a fre-

quency of 5 kHz after passing through a 2.5 kHz anti-aliasing
filter and digitized using a 12 bit analog-to-digital �A/D� con-
verter. The digitized voltage from the hot wire was converted to
velocity by interpolating the fifth-order polynomial velocity-
voltage calibration curve. The streamwise rms values of velocity
fluctuations were calculated from

urms�y,z� =��
n

N

�U�y,z,tn� − Ū�y,z��2/N �2�

where U�y ,z , tn� and Ū�y ,z� are the instantaneous �at sampled
time tn� and the time-averaged velocities, respectively. Note that

both Ū�y ,z� and urms measured in the current study may be am-
biguous in the separation region due to the rectification errors of
the hot wire signals caused by the reversed flow. This limitation
has no consequence in the present work because one can still
interpret qualitatively the velocity contours with regard to the flow
physics, especially the cases involving the exit mesh screens. To
ensure the validity of such interpretation, each velocity contour
was examined in conjunction with the corresponding total pres-
sure contours.

To allow a satisfactory spatial resolution, a miniature aluminum
tube of 0.8 mm diameter was used to measure the total pressure
distributions at 135 mm from the 90 deg-curved diffuser exit.
Since this miniature tube cannot be held firmly by the traversing
probe holder due to its small size, one side of the miniature tube
was joined together with a larger tube of 4 mm diameter and the
other side was retained for the total pressure measurements. The
4 mm diameter tube was then held by the same traverse system as
the hot wire to allow mapping of the total pressure in the y-z
plane. This configuration also has the advantage that the measured
pressure requires a shorter equalization time because of the larger
size tube. A vinyl tube is used to connect the pressure probe to a

differential pressure transducer �SensorTechnics HCXM010D6H�.
To allow a more meaningful comparison between different test

cases, nondimensional static and total pressures, denoted by Cp
and Cp0, respectively, are defined as

Cp =

P�L�i�

W1
� − Pref

P0,ref − Pref
�3a�

Cp0 =
P0�y,z� − Pref

P0,ref − Pref
�3b�

where P�L�i� /W1� is the axial distribution of static pressure mea-
sured at the inner wall and P0�y ,z� is the total pressure measured
at the cross-sectional area of the diffuser exit. P0,ref and Pref are
the reference total and static pressures, respectively, at 30 mm
before the curved-diffuser inlet. Note that, as shown in Fig. 2, a
mesh screen was placed at the curved-diffuser inlet to ensure a
uniform flow. This screen was regarded as an integral part of the
flow control mechanism for the 90 deg-curved diffuser. Because
this screen was situated between the reference and the measure-
ment points, the subsequently measured Cp and Cp0 values will
remain predominantly negative.

3 Results

3.1 Base Line Case. Figure 5�a� shows the axial static pres-
sure distribution at the inner-wall region for the base line case in
which no screens �q�, guide vanes �gv�, and vortex generators �vg�
were used. This case will be represented by the notation �q=0,
gv=0, vg=0�. From hereon, this style of notation will also be used
to represent the other cases. Also shown in the figure is the theo-
retical Cp distribution pertinent to the present 90 deg-curved dif-
fuser. The Cp distribution is derived from potential flow theory by
converting the 90 deg-curved diffuser into an equivalent two-

Fig. 5 „a… Comparison of „—… theoretical and „�… measured Cp for the base line case „q=0, gv=0, vg=0…. „b…
and „c… Measured Cp0 and velocity contours for the base line case, respectively.
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dimensional straight diffuser. From the figure, the calculated Cp
value increases almost monotonically over the range of 0.5
�L�i� /W1�0.8. Beyond this range there is an inflexion point and
Cp increases continuously before reaching saturation at L�i� /W1

�2. Indeed, the measured Cp values also increase monotonically
over the range of 0.51�L�i� /W1�1.19, but remain constant there-
after. The deviation between the theoretical and measured results
for L�i� /W1�0.83, coupled with the absence of measured Cp in-
crement at L�i� /W1�1.19, indicate that the boundary layer on the
inner wall becomes unstable at L�i� /W1	0.99 and eventually
separates at L�i� /W1	1.29. The unchanging values of measured
Cp at L�i� /W1�1.29 are associated with a large-scale nonrecover-
able flow separation. This observation is consistent with the clas-
sical design criteria presented in Fig. 1�b� in that the current
90 deg-curved diffuser geometry lies in the stall region over a
wide range of Reynolds numbers.

Figure 5�b� shows the contour map of total pressure coefficient,
Cp0, at 135 mm from the 90 deg-curved diffuser exit. It is appar-
ent that a significant total pressure deficit �darker color� encom-
passes more than 50% of the flow area at the exit. This pressure
deficit region is associated with the large-scale nonrecoverable
flow separation that originated from the inner-wall region near
L�i� /W1=1.29. The corresponding velocity contour in Fig. 5�c�,
which is scaled with the reference velocity Uref at the diffuser
inlet, also exhibits a similar pattern. A consequence of the “dead
flow” regions shown in Figs. 5�b� and 5�c� is that most of the mass
flow is transferred to a fast stream flow toward the outer-wall
region. Without flow control treatment, incorporating the current
90 deg-curved diffuser into a fluid flow system, such as a wind
tunnel, would require a substantial distance before the separated
flow from the diffuser inner wall reattaches again. This will not
only increase the overall running cost but also will undesirably
increase the turbulence intensity and flow unsteadiness in the fluid
flow system.

3.2 Vortex Generators. Figure 6 compares the Cp distribu-
tions for the base line case to �q=0, gv=0, vg=1� and �q=0, gv
=0, vg=2�, with rectangular and triangular surface-mounted vor-
tex generator arrays, respectively. This figure demonstrates that
the Cp distribution for the case �q=0, gv=0, vg=1� is markedly
similar to the base line case. For the case �q=0, gv=0, vg=2�,
although the inception of constant Cp occurs at a slightly larger
L�i� /W1 value, the overall pressure recovery pattern remains al-
most unchanged compared to the base line case. The velocity
contour in Fig. 7 for the case �q=0, gv=0, vg=2� also exhibits
little difference compared to the base line case. The above results
imply that the inclusion of either a rectangular or a triangular
vortex generator array to produce counter-rotating vortex pairs at
the inlet of the present curved-diffuser’s inner wall has no signifi-
cant effect on the suppression or delay of flow separation. Similar

results are also observed when the VG numbers were doubled or
the VG arrays changed to a corotating configuration. It has been
reported that the main mechanism of improving the aerodynamic
performance for a curved diffuser by a counter-rotating VG is
through the production of counter-rotating vortices of greater vor-
tex strength and in opposite direction compared to the pressure-
driven vortices �natural vortices produced by the curvature-
induced secondary flow� in order that the latter is suppressed �14�.
However, a counter-rotating VG configuration can produce vorti-
ces that tend to move away from a flat plate wall region due to
mutual interaction while developing downstream �18�. Therefore,
in the present case, the VG vortices are even more likely to lift
away from the inner wall due to the presence of exceptionally
large centrifugal forces. The consequence of this is that the
redirecting/near wall re-energizing effects of the VG vortices be-
comes less effective in inhibiting the detrimental secondary flow
caused by the pressure-driven vortices.

3.3 Guide Vanes. This section describes the influence of the
guide vanes alone in the flow control of the 90 deg-curved dif-
fuser. Guide vanes are primarily used for diverting flow paths but
can also potentially decrease the effective AR provided that the
leading edges of the vanes do not begin at the inlet. The addition
of guide vanes can bring the design limit closer to the stable flow
regime at a given Lin /W1 value in Fig. 1�b�. Figure 8 shows the Cp
distribution on the inner wall for the case �q=0, gv=7, vg=0�.
The introduction of seven exit guide vanes can be seen to produce
a significant improvement in the pressure recovery compared to
the base line case. However, flow is still observed to separate at
L�i� /W1	1.39 as indicated by the ensuing constant Cp value. Fur-
ther examination of the exit total pressure and velocity contours in

Fig. 6 Cp distributions for „—… base line, „�… „q=0, gv=0, vg
=1…, and „�… „q=0, gv=0, vg=2… cases

Fig. 7 Velocity contour for the „q=0, gv=0, vg=2… case

Fig. 8 Cp distributions between „—… base line and „�… „q=0,
gv=7, vg=0… cases
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Figs. 9�a� and 9�b�, respectively, confirm this behavior.
The contours in these figures also reveal that, starting closest to

the inner wall, the boundary layers at the pressure sides of the first
three guide vanes were separated. However, the boundary layers
remained attached for the remaining guide vanes. The overall
separation region for the case �q=0, gv=7, vg=0� is thus smaller
than the base line case as indicated by Figs. 9�a� and 9�b�. Con-
sequently, flow uniformity at the diffuser’s exit has been slightly
improved. Therefore, the addition of evenly spaced guide vanes is
an effective way of redistributing the flow in the stages, but they
may not be enough to completely suppress flow separation at the
inner-wall region for an extreme 90 deg-curved diffuser configu-
ration such as in the present case.

3.4 Mesh Screens. A cumulative pressure-drop coefficient of
5.5 was introduced at the 90 deg-curved diffuser exit to examine
the effect of wire mesh screens on the internal flow. Because of
the existence of pressure-driven vortices, a honeycomb was also
added to reduce lateral velocity fluctuations. Figure 10 shows the
Cp distribution on the inner wall for the case �q=5.5, gv=0, vg
=0�. From the figure, one can observe that the pressure recovery
pattern resembles closely the base line case in Fig. 5�a� up to
L�i� /W1=1.7. Thereafter, rather unexpectedly, Cp begins to drop.
The reason for this drop will be explained in Sec. 4. The corre-
sponding exit total pressure and velocity contours are shown in
Figs. 11�a� and 11�b�, respectively.

As expected, the overall total pressure and velocity level distri-
butions are now lower compared to the previous cases, due to
extra losses caused by the presence of the screens �take note of the
changes of contour scales for both pressure and velocity from here
on�. However, another feature of the case �q=5.5, gv=0, vg=0� is
that the distributions of total pressure and velocity from the outer
to inner walls at the diffuser exit are more progressive and gradual
than the base line case. Although still not the optimum configura-
tion, the case �q=5.5, gv=0, vg=0� demonstrates that the intro-
duction of pressure drop at the diffuser exit yields beneficial ef-
fects to flow uniformity.

3.5 Mesh Screens+Guide Vanes. The results presented
above suggest that the guide vanes and mesh screens, when intro-
duced independently, produce limited but useful flow control ca-
pabilities for the present 90 deg-curved diffuser configuration.
This section investigates the simultaneous use of both devices
with different combinations of vane number and pressure-drop

Fig. 9 „a… Measured Cp0 and „b… velocity contours for the „q=0, gv=7, vg=0… case

Fig. 10 Cp distributions between „—… base line and „�… „q
=5.5, gv=0, vg=0… cases

Fig. 11 „a… Measured Cp0 and „b… velocity contours for the „q=5.5, gv=0, vg=0… case
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level. Figure 12 shows the inner-wall Cp distributions for cases
�q=3, gv=3, vg=0�, �q=3, gv=7, vg=0�, �q=5.5, gv=3, vg=0�,
and �q=5.5, gv=7, vg=0� as well as the base line case �q=0,
gv=0, vg=0�. Generally speaking, the pressure recovery pattern
becomes more favorable as both the number of guide vanes and
the pressure-drop levels increase. Among the various cases the
best pressure recovery is achieved for the configuration �q=5.5,
gv=7, vg=0�, where it was found that the static pressures con-
tinue to increase along the inner wall. The correlation between the
number of guide vanes, pressure-drop level, and the inner-wall
pressure recovery improvement is also exhibited in the exit total
pressure and velocity distributions as shown in Fig. 13. The effect
of the number of guide vane on the exit flow uniformity with fixed
pressure-drop levels �q� was first investigated. Then, with the
same number of guide vanes, the exit pressure-drop levels were
varied. It was shown that by increasing the numbers of guide vane
the exit flow can be improved and distributed more evenly. How-
ever, the overall total pressure recovery remains virtually un-
changed regardless of the numbers of guide vanes introduced.
With seven guide vanes introduced �and no vortex generators�,
comparisons of the flow uniformity were made for screens with
the following q values: q=3, 4.5, and 5.5. As expected, the overall
total pressure recovery decreases with the cumulative screen
pressure-drop level. However, the use of screens seems to have a
greater effect on flow uniformity improvement than the use of
guide vanes. The configuration �q=5.5, gv=7, vg=0� provides
superior flow uniformity for the present 90 deg-curved diffuser.
The obvious disadvantage for this case is the reduced performance
of pressure recovery since a heavily loaded screen pack was used.

Another beneficial effect of adding mesh screens at the end of a
diffuser is a reduction in turbulence levels. Figures 14�a� and
14�b� show the turbulence intensity contours for �q=3, gv=7,
vg=0� and �q=5.5, gv=7, vg=0� cases, respectively. These fig-
ures reveal patches of high turbulence levels for the �q=3, gv=7,
vg=0� case; whereas for the case �q=5.5, gv=7, vg=0�, not only
does the exit flow have a much lower overall turbulence intensity
level but it also remains more uniform.

4 Discussion
In the process of flow turning, fluid motion can no longer be

adequately described using two-dimensional theory. Evidence for
this is that Cp plotted in Fig. 5�a� assuming two-dimensional flow
deviates from the measured Cp values from L�i� /W1=0.83, al-
though the boundary layer has not yet separated at this point.
Initially deflected by the centrifugal forces, the fluid approaching
the outer wall experiences an adverse pressure gradient and begins
to slow down. Because of the lower static pressure at the inner-
wall region, this energy deficient fluid at the outer wall tends
toward the inner-wall region from the sidewall. This results in a
naturally occurring pair of pressure-driven counter-rotating vorti-

ces on the inner wall that convects low momentum fluid away
from the surface. The injection of low momentum fluid into the
outer layer of the boundary layer will inhibit the mixing process
required for sustaining a stable boundary layer growth under an
adverse pressure gradient flow regime. Ultimately, flow separation
becomes inevitable. It is worth citing the findings of Majumdar et
al. �19� here, where they still observed strong secondary flow even
in a high aspect ratio 90 deg-curved diffuser.

Although the vortex generators failed to control the diffuser
internal flow, guide vanes and mesh screens were shown to be
more effective. The mesh screens at the diffuser exit can induce
extra flow resistance where the velocity is high and hence slow
down the flow in that region. The amount of pressure loss depends
on the specifications of the screens �see Eq. �1��, but generally the
pressure loss will tend toward uniformity over the screen area
because of the redistribution of upstream flow path in response to
the exit pressure loss. As a result, the flow through the screen will
be forced to be more uniform. This could explain the drop of Cp at
L�i� /W1�1.7 in Fig. 10 with screen alone in that low static pres-
sures at the inner wall close to the exit screen are required in order
to generate a cross-stream pressure gradient to divert some of the
mass flow from the outer wall to the inner wall. A correlation
between the use of exit screens and exit flow uniformity is also
evident in the turbulence intensity contours shown in Figs. 14�a�
and 14�b�. However, with the rather extreme conditions of the
present case, significant flow guidance by guide vanes was also
found to be essential to obtain a satisfactory flow distribution.

The use of guide vanes was shown to have no effect on the
overall exit pressure recovery levels. Indeed the guide vane acts
more like a “flow divider” to divert some of the higher mass flow
from the outer-wall region and inject it into the inner-wall region.
In this way the internal flow can be more uniformly distributed.
Majumdar et al. �10�, Lindgren et al. �20�, and many others have
successfully employed guide vanes to aid turning the flow inside
their 90 deg-curved diffusers or expanding bends with different
values of AR and Lin /W1. However, it is less successful for the
present situation because of the large curvature and extreme short-
ness of the inner wall and large AR involved. Nonetheless, sig-
nificant improvements can still be pursued if further pressure drop
is introduced by screens at the exit of the curved diffuser with
guide vanes installed. Of all the cases studied, the case �q=5.5,
gv=7, vg=0� has produced the most uniform flow distribution,
with minimum pressure distortion and low turbulence intensity of
exit flow compared to the untreated base line case. Overall it is
believed that the degree of flow uniformity is strongly related to
the level of cumulative pressure drop at the diffuser exit. How-
ever, this statement should be treated cautiously since an unreal-
istically large pressure-drop value is also not recommended. This
is because the subsequent penalty of large total pressure loss
would negate the objectives of having a diffuser in the first place,
which is to increase static pressure downstream.

It has already been established elsewhere that the use of mul-
tiple screens can effectively control flow inside diffusers with ad-
verse geometries such as those with highly diverging angles and
large curvature. Common practice with this approach is to place
the screens inside the diffuser to achieve pressure drop in stages.
From a construction viewpoint, especially for a curved diffuser,
this practice tends to be complicated because issues such as air
leakage, joint-surface continuity, and high cost also need to be
addressed first. Another issue that must be considered is the opti-
mum locations of the screens. This requires a thorough knowledge
of the base line flow characteristic pertinent to the diffuser con-
cerned. This study offers a unique and simpler approach for ob-
taining improved exit flow uniformity by locating a series of
screens at the 90 deg-curved diffuser exit, with the great flexibility
of increasing and decreasing the values of the cumulative pressure
loss if needed.

Fig. 12 Cp distributions for „�… „q=3, gv=3, vg=0…, „�… „q=3,
gv=7, vg=0…, „�… „q=5.5, gv=3, vg=0…, „�… „q=5.5, gv=7, vg
=0…, and „—… base line cases
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Fig. 13 Comparison of „q=3, gv=3, vg=0…, „q=3, gv=7, vg=0…, „q=5.5, gv=3, vg=0…, „q=4.5, gv=7, vg=0…,
and „q=5.5, gv=7, vg=0… cases for „a1…–„a5… measured Cp0 and „b1…–„b5… velocity contours, respectively
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5 Validation of Control Techniques on a Full-Scale
Diffuser

So far, promising but limited guidelines have been established
for passive flow control techniques applied to the current
90 deg-curved diffuser configuration based on experiments on a
scale model. It was demonstrated that satisfactory exit flow can be
achieved by adhering to the criteria q�4.5 and gv�3. For the
design of the full-size 90 deg-curved diffuser, only three guide
vanes were employed to minimize the cumulative weight �Fig.
15�a��. Composite drawer adapters for honeycomb and mesh
screens were also installed at the inlet and exit of the diffuser. This
drawer adapter features a rail type handling system that allows a
simple changeover of mesh screens. In this installation, a cumu-
lative pressure drop of 5.5q was chosen at the diffuser exit. The
full-scale diffuser has an inlet area of 0.33�1.3 m2 and an outlet
area of 1.3�1.3 m2 over an axial distance of 1.4 m. It retains the
same AR and Lin /W1, and AS as the scale model. More descrip-
tions of the curved diffuser as part of the open-jet blow-down
wind tunnel can be found in Ref. �15�.

Figure 15�b� shows the 90 deg-curved diffuser when it was at-
tached to a vertical air duct inside an anechoic chamber. Under
normal operation, the Reynolds number at the diffuser inlet is
about 3.5�105 based on the hydraulic diameter. A rake of pitot
tubes covering the distance from the outer to inner walls of the
full-size 90 deg-curved diffuser was used to simultaneously mea-
sure the exit flow total pressures. Measurements were taken at
several spanwise �y� locations to determine the uniformity of the

exit flow. Since the full-size and scale-model experiments were
performed at different flow speeds, collapse of data between the
two is not possible. A more meaningful approach would be to
determine the velocity deviations, Udev, of measured velocity
compared with the flow at the outer-wall region where it is usually
of maximum. This quantity can be expressed as

Udev =
U�Z→0,Y=0.5� − U�Z,Y=0.5�

U�Z→0,Y=0.5�
�4�

where U�Z→0,Y=0.5� is the velocity near the outer-wall region at the
center-plane of the diffuser exit, Y =0.5; whereas U�Z,Y=0.5� is the
velocity from the outer to inner walls �in Z direction�, also at Y
=0.5. Here Y and Z are the normalized distances of y and z re-
spectively, and both have values from 0 to 1. Figure 16�a� com-
pares the aerodynamically treated full-size ��� and scale-model
��� velocity deviations at Y =0.5 of the 90 deg-curved diffuser
exits. Also shown in the figure is the corresponding velocity de-
viation for a bare, untreated, scale-model 90 deg-curved diffuser
���. Good agreement is observed between the flow uniformities
of the full-size and scale-model diffusers with flow treatment. For
the treated case, the velocity deviations of exit flow from the outer
to the inner walls for both of the full-size and scale-model diffus-
ers are significantly lower than the untreated case. This implies
that the addition of splitter vanes, honeycomb, and pressure-
reducing screens has successfully maintained uniform flow over a
relatively wide range of Reynolds numbers by inhibiting large-

Fig. 14 Comparison for turbulence intensity contours between „a… „q=3, gv=7, vg=0… and „b… „q=5.5, gv=7, vg=0…
cases

Fig. 15 „a… Inner structure of the full-size 90 deg-curved diffuser. „b…
Curved diffuser installed inside the ISVR anechoic chamber.
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scale flow separation at the inner wall. Finally, error bars that
correspond to the distributions of exit velocity at different span-
wise locations �Y� from the outer to inner walls are shown in Fig.
16�b�. The deviations are generally small, which implies that a
satisfactory two-dimensional exit flow has been achieved by the
uses of both guide vanes and mesh screens.

6 Conclusions
A high AR, short Lin /W1 90 deg-curved diffuser model with an

inherently unstable flow has been studied parametrically with
various passive flow control devices such as vortex generators,
guide vanes, honeycomb, and mesh screens. The experiments
were carried out in a specially built tunnel to provide uniform
inlet air flow to the scale-model 90 deg-curved diffuser. The pur-
pose of this investigation is to determine the optimal configura-
tions of the above flow control devices and implement them on a
full-size 90 deg-curved diffuser, which is an integral part of the
open-jet, low noise, blow-down wind tunnel at the University of
Southampton.

A base line study undertaken using the 90 deg-curved diffuser
model confirms the estimates obtained with the classical empirical
correlation �3� in that flow separates quite early on the inner wall
and the ensuing separated flow encompassed a large cross-
sectional area downstream. Also, severe pressure distortion domi-
nated the exit area when more than 50% of it was covered by
reversed flow. At first, vortex generator �VG� arrays were used at
the 90 deg-curved-diffuser inlet to produce counter-rotating longi-
tudinal vortices to energize the inner part of the boundary layer
with a high adverse pressure gradient and to redirect the pressure-
driven vortices. However, no clear improvement was observed.
While there are reports of satisfactory reduction of total pressure
distortion by VG arrays in S-shaped diffusers �7,14,21�, it is felt
that for short 90 deg-curved diffusers with a large inner-wall cur-
vature, the potentially superior aerodynamic performance with
VG arrays is more difficult to achieve due to the presence of large
centrifugal forces. Consequently the VG vortices become less ca-
pable of producing a flow that remains attached to the wall in such
cases.

Effective flow control was achieved using combinations of
guide vanes and honeycomb and mesh screens. Although by them-
selves guide vanes are not capable of preventing large-scale pres-
sure distortion, they were shown to have the effect of distributing
the velocity and total pressure more evenly at the diffuser exit. On
the other hand, it was shown that a better diffuser performance
could be achieved by introducing a pressure drop at the diffuser
exit with the addition of a honeycomb and a set of wire mesh
screens. Similarly, the investigation demonstrated that heavily
loaded screen packs by themselves without guide vanes did not
significantly improve the exit flow of the present 90 deg-curved
diffuser. Although it is conjectured that a further increase in the

pressure-drop level at the diffuser exit can proportionally enhance
the uniformity and minimize the pressure distortion of the exit
flow, this practice is shown to be potentially costly as it reduces
the pressure recovery of the diffuser. Instead, it is proposed that
the guide vanes should be used in conjunction with an acceptable
level of pressure drop at the diffuser exit to strike an appropriate
balance between effective flow control and minimal loss of total
pressure. Guided by the results from the model-scale results,
guide vanes, honeycomb and mesh screens were eventually em-
ployed in the final design of the full-size 90 deg-curved diffuser.
Assessment of the full-size diffuser was performed, which showed
satisfactory exit flow uniformity with acceptable pressure loss
caused by the screens. Most importantly, no large-scale flow sepa-
ration was observed in a normally unstable 90 deg-curved dif-
fuser.
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Nomenclature
AR � area ratio, W2 /W1
AS � aspect ratio of guide vanes, Lgv /b

b � width of guide vanes, mm
Cp � nondimensional static pressure along the inner

wall
Cp0 � nondimensional total pressure coefficient at

diffuse exit plane
gv � guide vanes
h � height of the vortex generators, mm
K � pressur drop coefficient caused by the screens
l � length of the vortex generators, mm

Lgv � arclength of guide vane profiles, mm
Lin � length of the inner wall arc, m

P�L�i� /W1� � axial distribution of static pressure measured at
the inner wall, Pa

Fig. 16 „a… Comparison of velocity deviations from the outer to the inner walls at Y=0.5 of the
90 deg-curved diffuser exit for „�… treated scale model, „�… bare, untreated scale-model, and
„�… treated ful-size 90 deg-curved diffusers. „b… Distributions of the exit velocity at different
spanwise locations, y, from the outer to the inner walls of the full-size 90 deg-curved diffuser.
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P0 � total pressure measured at the curved-diffuser
exit, Pa

P0,ref, Pref � reference total and static pressures, respec-
tively, at 30 mm before the curved-diffuser
inlet, Pa

q � dynamic pressure, 1
2�U2, Pa; also the cumula-

tive K caused by the screens at the diffuser
exit

s � distance between each successive vortex gen-
erator pairs, mm

Udev � deviation of velocity compared with the flow
at the outer-wall region, see Eq. �4�

Uref � reference velocity at the diffuser inlet, m/s
U�Z→0,Y=0.5� � velocity near the outer wall at Y =0.5, m/s

U�Z,Y=0.5� � velocity from the outer wall to the inner walls
at Y =0.5, m/s

vg � vortex generators
W1, W2 � diffuser widths at the inlet and outlet, respec-

tively, m
y � spanwise distance from the origin defined in

Fig. 2, m
Y � normalization of y, y /0.195 �scale model� or

y /1.3 �full size�
z � normal distance from the origin defined in Fig.

2, m
Z � normalization of z, z /0.195 �scale model� or

z /1.3 �full size�
�� � diffuser turning angle, deg
�p � static pressure drop across mesh screens, Pa

� � screen porosity, see Eq. �1�

 � skew angle of vortex generator relative to the

plane of symmetry, deg
� � density of air, kg /m3
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Strategies for Simulating Flow
Through Low-Pressure Turbine
Cascade
Laminar separation on the suction side of low-pressure turbine blades at low Reynolds
number operating conditions deteriorates overall engine performance and has to be
avoided. This requirement affects the blade design and poses a limitation on the maxi-
mum permissible blade spacing. Better understanding of the flow physics associated with
laminar separation will aid in the development of flow control techniques for delaying or
preventing flow separation. Simulations of low-pressure turbine flows are challenging as
both unsteady separation and transition are present and interacting. Available simulation
strategies have to be evaluated before a well-founded decision for the choice of a par-
ticular simulation strategy can be made. With this in mind, this paper provides a com-
parison of different flow simulation strategies: In particular, “coarse grid” direct numeri-
cal simulations, implicit large-eddy simulations, and simulations based on a hybrid
turbulence modeling approach are evaluated with particular emphasis on investigating
the dynamics of the coherent structures that are generated in the separated flow region
and that appear to dominate the entire flow. It is shown that in some instances, the effect
of the dominant coherent structures can also be predicted by unsteady Reynolds-averaged
Navier–Stokes calculations. �DOI: 10.1115/1.2969463�

1 Introduction
Low-pressure turbine �LPT� stages are important components

of many modern jet engines. At low operating Reynolds numbers
as encountered at high altitude cruise and/or for small jet engines
such as those used in unmanned aerial vehicles, LPT boundary
layers remain essentially laminar, even in the presence of elevated
freestream turbulence �FST� levels. Laminar separation can occur,
causing substantial losses in turbine and overall engine perfor-
mance. Since off-design conditions are often unavoidable, conser-
vative design margins have to be adopted in the design of LPT
stages to guarantee safe and reliable operation. The understanding
of the transition process and its interaction with the separation is
still incomplete, especially when the separation process is un-
steady and three dimensional �3D� as in the LPT application in-
vestigated here. Transition to turbulence in the separated region
can be initiated by an inviscid Kelvin–Helmholtz �KH� instability
�the velocity profiles are inflectional�, which results in a “rollup”
of the separated boundary layer, or for large enough disturbance
amplitudes, by a “by-pass” transition process �1�. Insight into the
fluid dynamics of the LPT flow can be obtained from experiments
or computational fluid dynamics �CFD�.

The experimental research focused to a large extent on methods
for active flow control �AFC� of the separation resulting in a large
body of publications on steady and pulsed vortex generator jets
�VGJs� �2–5� and plasma actuators �6–9�. Particular focus was
also on the effect of FST �4,6,7,10�, surface roughness �10,11�,
separation control by carefully placed roughness elements �7,12�,
and the effect of unsteady wakes generated by upstream stages.
The FST effect was also investigated for laminar separation
bubbles on a flat plate at LPT conditions �13–15�. While for low
freestream turbulence intensity �FSTI� conditions �less than 1%�
transition was found to occur through the amplification of distur-
bances by a KH instability of the wall-bounded shear layer, for
higher FSTI conditions, transition was found to occur through a

“by-pass” mode and to set in earlier. The earlier transition resulted
in an earlier reattachment and a smaller separated flow region.

In addition to the experimental investigations, numerical simu-
lations were performed by several research groups. Particular
challenges for CFD are the transitional nature of the flow and the
associated numerical resolution requirements. The relevant Rey-
nolds number range is barely accessible for direct numerical simu-
lations �DNS�. The computational expense of numerical simula-
tions may be lowered by employing turbulence modeling. These
models must, however, correctly account for the low Reynolds
number transitional nature of the flow. So far, five different turbu-
lence modeling approaches have been applied to LPT flows: DNS,
large eddy simulation �LES�, implicit LES �ILES� where the dif-
fusion of the numerical scheme resembles the model contribution
of typical LES subgrid stress models �16�, Reynolds-averaged
Navier–Stokes �RANS�, Unsteady RANS �URANS�, RANS
coupled with a transport equation for the intermittency factor, or
RANS coupled with transition models.

Using DNS, Wu and Durbin �17� showed that periodic turbulent
upstream wakes can trigger by-pass transition of the suction side
boundary layer and generate longitudinal vortices on the pressure
side of the blade. Results by Kalitzin et al. �18� and Wissink and
Rodi �19� indicate that both FST and upstream wakes can trigger
by-pass transition. High-resolution DNS of laminar separation
bubbles on a flat plate at LPT conditions, a related model problem,
were performed by Wu et al. �20�, Postl et al. �21,22�, and Wissink
and Rodi �19�. Other than DNS, the least amount of modeling is
required by ILES and LES. An ILES of the T106 LPT blade with
relatively limited flow separation by Raverdy et al. �23� matched
the experimental mean velocity profiles and wall pressure distri-
bution for the chosen Reynolds number surprisingly well. A LES
of the same geometry with periodic upstream wakes by Mich-
elassi et al. �24� produced velocity and turbulent kinetic energy
profiles that were in good agreement with DNS results by Wu and
Durbin �17�. Rizzetta and Visbal �25,26� employed ILES for
studying the fluid dynamics of separation control by pulsed VGJs
for a Pack B cascade. Standard turbulence models, such as the k-�
and k-� models when applied in a RANS context, may in some
instances yield reasonable results �27–29�. It is, however, surpris-
ing that such simple models can capture the complex 3D dynam-
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ics of the transitional flow. It appears that at least the more ener-
getic unsteady flow components have to be resolved if more
realistic predictions of the transitional flow are sought. Quite en-
couraging results by Lardeau and Leschziner �30� showed that this
can be accomplished, at least in a qualitative manner, by URANS.
Turbulence models coupled with additional transport equations for
intermittency and other quantities �e.g., Refs. �31–34� show great
potential but are not broadly used yet.

The geometry chosen for the present studies is the Pratt and
Whitney Pack B LPT blade. The simulations were set up accord-
ing to the earlier experiments by Bons and co-workers at the Air-
Force Research Laboratory �AFRL� �2–4� where upstream wakes,
surface roughness, and freestream wakes were not considered.
This deliberate simplification, when compared to the environment
in real jet engines, allows focusing on the flow physics of the
laminar separation and transition without the complicating inter-
ference of other secondary effects. This paper is organized as
follows: First, the results from a “coarse grid” DNS are compared
with the results obtained from an ILES and results obtained with a
hybrid turbulence model, the flow simulation methodology �FSM�
�35�. Second, as a reference, the flow was also computed using
RANS. Finally, the dynamical behavior of the unsteady flow
structures obtained from the various approaches is analyzed and
compared.

2 Numerical Method

2.1 Governing Equations. The compressible Navier–Stokes
equations are solved in conservative form and curvilinear coordi-
nates. For our FSM �35�, which was originally developed in col-
laboration with Speziale �36,37�, additional turbulence model
equations are solved and the turbulence quantities are scaled by a
contribution function

f = 1 − exp�−

max�0,
�

Lk
− 2�

1000
� �1�

where � is a measure of the local grid spacing and Lk
= ��� /��3 /��0.25 is the Kolmogorov length scale. Effectively, FSM
calculations can be considered to be locally and temporally DNS,
LES, or RANS depending on the ratio � /Lk. Here, for the FSM,
the 1998 version of the k-� model �38� was employed in combi-
nation with an explicit algebraic stress model �EASM� as de-
scribed by Rumsey and Gatski �39�.

In addition, for RANS and URANS simulations, the following
turbulence models were employed in combination with either the
Boussinesq-approximation �BA� or the EASM by Rumsey and
Gatski �39�: The k-� model �40� with EASM �in the following
referred to as “k-� EASM”�, the low Reynolds number variant of
the k-� model by Lam and Bremhorst �41� �LB� with BA, the
1998 version of the k-� model by Wilcox �38�, both with BA
�“k-�”� or EASM �“k-� EASM”�, the shear stress transport �SST�
model by Menter �42� with BA, and the Spalart–Allmaras �SA�
model �43�. For the SA model, the tripping terms were omitted.

2.2 Boundary Conditions. The blade surface was treated as
an adiabatic no-slip wall. A nonreflecting boundary condition was
employed at the inflow and outflow boundaries �44�. Turbulence
quantities were extrapolated at the outflow and prescribed at the
inflow. Flow periodicity was imposed at all other boundaries. The
turbulent fluctuations are zero at the wall, k=0. For the k-� tur-
bulence model, �� /�y=0 was prescribed at the wall. Wilcox �38�
gave a relation for the dependence of � on the wall distance in
close vicinity of a hydraulically smooth wall. This relationship
was employed for computing the value of � for the wall next grid
cell. The computed value was then multiplied by 10 and pre-
scribed as wall value for �. In principle, for a perfectly smooth
wall, � becomes infinite at the wall. Prescribing arbitrarily large
values of � at the wall may result in accurate model predictions;

it can, however, reduce the robustness of the numerical method.
The procedure mentioned above yields accurate results without
compromising robustness.

2.3 Discretization. The governing equations were solved in
the finite volume formulation to guarantee conservation of mass
on distorted grids. For the FSM, RANS, and URANS calculations,
the convective terms of the Navier–Stokes equations were dis-
cretized with a fifth-order-accurate upwind scheme based on a
weighted essentially nonoscillatory extrapolation of the character-
istic variables and the Roe scheme �45,46�. An analogous ninth-
order-accurate scheme was employed for the DNS results. Fourth-
order-accurate finite differences were used for the Navier–Stokes
viscous terms. According to investigations by Margolin and Rider
�16� the diffusion characteristics of second-order-accurate
nonoscillatory finite volume schemes can mimic the diffusion
properties of Smagorinsky-type subgrid stress models used in tra-
ditional LES. Here, the second-order-accurate symmetric total
variation diminishing �TVD� scheme by Yee �47� was employed
for the ILES simulations. This scheme is not identical to the spe-
cific discretization proposed by Margolin and Rider �16�. It does,
however, exhibit similar properties and falls under the same cat-
egory of schemes �nonoscillatory finite volume schemes� that
Margolin and Rider considered appropriate for ILES. The viscous
terms were then discretized with second-order-accurate finite dif-
ferences. The convective terms of the turbulence model equations
were discretized with a second-order-accurate scheme analogous
to the TVD scheme by Yee �47� for the FSM calculations and with
a first-order-accurate upwind scheme for the RANS and URANS
calculations. A second-order-accurate implicit Adams-Moulton
method was employed for time integration. The resulting system
of equations was solved iteratively by a Newton method based on
a line Gauss–Seidel algorithm.

3 Setup

3.1 Case Description. The present results are for the Pack B
LPT blade. The experimental linear Pack B cascade by Bons and
co-workers �2–4� consisted of eight blades with a span of 	5Cx.
The ratio of blade spacing, d, and axial chord length, Cx, was
0.88. The inflow and design exit angle �both measured relative to
the plane of the cascade� were 55 deg and 30 deg. In our Pack B
simulations, both the number of blades and the span were as-
sumed to be infinite �using periodicity conditions�. In the experi-
ments, the flow was most susceptible to laminar separation for an
inflow Reynolds number based on axial chord of 25,000. The
same case was investigated here. The inflow Mach number, which
was 0.0064 in the experiments, was raised to 0.1 to accelerate the
convergence of the numerical method. The same inflow Mach
number was also chosen by Rizzetta and Visbal �25,26� for their
simulations. In a separate investigation �omitted here� it was
shown that compressibility effects played an insignificant role for
Mach numbers of M=0.1 or smaller. Inflow temperature and
Prandtl number were set to 300 K and 0.72 and the viscosity was
computed from Sutherlands law. Length scales, velocities, and
time were nondimensionalized with the axial chord length, Cx,
and the inlet velocity, vin.. The RANS and URANS calculations
were computed with a nondimensional time step of �t=0.001. All
other cases were computed with a nondimensional time step of
�t=0.0005 resulting in a more accurate time integration.

3.2 Inflow Turbulence. For two-equation turbulence models
two parameters such as the FSTI, Tu, and a second parameter,
such as the integral turbulence length scale, lT, have to be pro-
vided at the inflow boundary. The turbulence intensity can be
measured directly and is often reported. The integral turbulence
length scale, on the other hand, is often not reported and needs to
be assumed. To be even more accurate, the distance between in-
flow boundary and cascade plane would also have to be matched
since the freestream turbulence intensity decays in downstream
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direction. The turbulence spectrum also plays a role as peaks in
the spectrum can excite flow instabilities. However, most turbu-
lence models are relatively insensitive to the inflow turbulence
values as long as they are within a certain parameter range.
Menter �48� showed that for ill-chosen inflow parameters unphysi-
cal solutions can be obtained. The freestream eddy viscosity, �T,
was found to not affect the solution as long as its freestream value
was small compared to its maximum value in the boundary layer.
In addition, Wilcox �38� stated that the freestream value of either
� or � should be less than 1% of their respective peak value in the
boundary layer.

The freestream eddy viscosity

�T

�in
=
3

2
TuRe

lT

Cx
�2�

can be computed from the turbulence intensity

Tu =
2

3

k

vin
2 �3�

and from the integral turbulence length scale

lT =

k

�
= c�

k3/2

�
=
3

2
Tu

vin

�
= c��3

2
�3/2

Tu3vin
3

�
�4�

The freestream integral turbulence length scale influences the
downstream decay of k upstream of the cascade. Wilcox �38� pro-
vided relationships describing the freestream downstream devel-
opment of k and � for the k-� model. In fact, Suzen and Huang
�31� estimated the freestream eddy viscosity for a specific experi-
ment by adjusting it such that the measured turbulence intensity
decay was matched.

Various experiments indicate that at very low Reynolds num-
bers �25,000 and below� and for FSTIs less than 1%, the separated
boundary layer transitions through a KH instability mechanism
�49�. In the experiments at the AFRL �2–4� honeycomb flow
straighteners located in the inlet together with a 6:1 contraction
resulted in an inflow turbulence intensity, Tu, of 1% at the cascade
plane. In separate Pack B experiments by Huang et al. �6–8� an
inflow turbulence intensity of 0.08% was achieved. For both ex-
periments, turbulence length scales were not reported. In the flat
plate LPT experiments by Simon et al. �50� FSTIs of 0.5%, 2.5%,
and 10% were investigated. The integral turbulence length scale,
lT /Cx, computed from the measured dissipation rate, �, was 1.4
�10−3 for Tu=2.5% and 1.9�10−3 for Tu=10%. No turbulence
length scales were reported for the low FSTI case. Dorney �29�
observed a dependence of the predicted wall skin friction on the
freestream eddy viscosity in his low Reynolds number Pack B
RANS calculations with the k-� model. For �T /�in=1 the bound-
ary layers were too laminar. Good agreement with a Baldwin–
Lomax reference solution was obtained for �T /�in=10. With a
turbulence intensity of 3% and a Reynolds number of 80,000 the
integral turbulence length scale, lT /Cx, was 3.4�10−4 for
�T /�in=1 and 3.4�10−3 for �T /�in=10. Garg �28� assumed a
FSTI of 1% and lT /Cx=0.05 in his LPT calculations. Langtry et
al. �51� in their Pack B simulations at Re=50,000 considered
freestream turbulence intensities of 0.08%, 2.35%, and 6%. For
the low FST case the nondimensionalized eddy viscosity at the
inflow was set to �T /�in=10. With a Reynolds number of 50,000
and a FSTI of 0.08% lT /Cx=0.20 is obtained.

At this point we were not interested in the effect of FST on
separation and transition. Therefore, for the DNS, ILES, and the
resolved part of the FSM we prescribed laminar inflow conditions
�no velocity fluctuations�. For the RANS calculations and for the
unresolved part of the FSM we chose an inflow FSTI of 0.1%,
which is a typical experimental value. For this FSTI, transition
can be expected to be initiated through a KH instability mecha-
nism. Since the inflow integral turbulence length scale was not
reported for any of the low FSTI LPT experiments we had to
guess its value. We decided on an integral turbulent length scale,

lT /Cx, of 0.002. In our calculations with this choice of lT /Cx the
resulting freestream eddy viscosity, �T /�in=0.061, was consider-
ably lower than the peak eddy viscosity ��10 in the boundary
layer� and the nondimensional inflow turbulent specific dissipa-
tion ��in / ��invin

2 �=
3 /2TuCx / �RelT�=2.4�10−5 was signifi-
cantly lower than its peak value in the boundary layer ��0.005�.
As both the Menter �48� and the Wilcox �38� conditions were
satisfied and the computed flow fields appeared reasonable we
deemed this particular choice of lT /Cx adequate for our present
simulations.

3.3 Computational Grid. The computational domain was
split into five blocks as shown in Fig. 1. In the same figure, the
lines along which the wall normal and wake profiles in Figs. 9–11,
16, and 17 were taken are indicated. The grid was designed to be
periodic in the plane of the cascade and in the spanwise direction.
Cells were densely clustered at the wall, in the separated flow
region on the suction side of the blade, and in the wake region.
The near wall grid resolution in wall units, y+, was below 1. For
the three-dimensional �3D� simulations, the two-dimensional �2D�
grids were extended in the spanwise direction. The grid line spac-
ing in the spanwise direction was constant. According to the nu-
merical studies by Rizzetta and Visbal �25,26� the spanwise grid
extent, �Z, was set to 0.2Cx. Both a coarse grid and a fine grid
were employed �Table 1�. The coarse grid was obtained from the
fine grid by removing every other grid line.

4 Results

4.1 DNS, ILES, and FSM Results. Instantaneous visualiza-
tions of the time-dependent 3D flow data obtained from the DNS,
ILES, and FSM simulations are shown in Fig. 2. For these visu-

0.77
x/Cx=0.68

0.84
0.92

d/Cx=0.251

2
3

4

5

(a)

(b)

Fig. 1 Coarse grid. „a… Block structure „blocks 1–5 from left to
right… and „b… entire grid. The lines indicate where profiles in
Figs. 9–11, 16, and 17 were taken.

Table 1 Block grid resolutions

Block Coarse grid Fine grid

1 5�15�16 10�30�32
2 10�10�16 20�20�32
3 250�50�16 500�100�32
4 130�50�16 260�100�32
5 52�55�16 105�110�32
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alizations the flow domain was repeated once in the spanwise
direction and twice in the normal direction. Here, isosurfaces of
the vortex identification criterion �52�,

Q = 1
2 �WijWij − SijSij� �5�

are shown. A positive Q-criterion indicates areas where rotation
dominates strain. When interpreting the results in Fig. 2, one has
to keep in mind that the amount of turbulence modeling is differ-
ent. Some of the small scale structures that are visible in the
separated flow region in the DNS are not resolved in the ILES and
FSM. A strong amplification of 2D disturbances caused by the
shear layer instability of the separated boundary layer �inflectional
velocity profile and KH instability� results in a rollup of the sepa-
rated boundary layer into spanwise vortical structures, which are
subject to a secondary instability mechanism �indicated by the
spanwise modulation of the spanwise structures� leading to tran-
sition. From previous simulations it is known that the strength of
the spanwise coherent structures is overpredicted in 2D simula-
tions �53�, resulting in a delayed separation and earlier reattach-
ment when compared with the 3D simulations where small scale
turbulent motion weakens the coherence of the spanwise coherent
structures.

Instantaneous visualizations of eddy viscosity, �T /�, levels of
the contribution function, f , and “effective eddy viscosity,”
f�T /�, in the z=0 plane for the FSM cases are shown in Fig. 3.
Eddy viscosity is produced in the separation bubble and around
the flow structures in the wake �Fig. 3�a��. A significant buildup of
eddy viscosity can also be detected in between the wakes. The
instantaneous spatial distribution of the contribution function �Fig.
3�b�� is clearly coupled to the unsteady flow structures. Since the
grid resolution is relatively good �or since the Reynolds number is
relatively low� the turbulence model contribution is small and less
than 6% for the coarse grid and less than 3% for the fine grid. The
“effective” eddy viscosity �Fig. 3�c�� is less than ten times the

laminar viscosity in the wake and less than three times the laminar
viscosity in the separation bubble for the coarse grid �with half the
respective numbers for the fine grid�. Based on the FSM results, a
resolution requirement estimate for a true DNS can be obtained.
The ratio of local grid resolution, �, and smallest turbulence
length scale, Lk, can be computed from the local contribution
function, f . The results shown in Fig. 4 were computed from the
time-averaged flow data �averaged in time over a time interval of
�T=10 and in the spanwise direction�. Here and in the following,
time averages were computed from the time-averaged density and
the Favre-averaged velocities, total energy, turbulence kinetic en-
ergy, and turbulence dissipation rate or specific dissipation. The
time averaging was initiated after the flow had settled into a time-
periodic behavior. For the fine grid, the maximum value of � /Lk
is about 15 in the separated flow region and 20 close to the trailing
edge with double the numbers for the coarse grid. This means that
the grid resolution of the current fine grid DNS is too low by a
factor of roughly 80 in the separated flow region and the wake,
assuming that a ratio, � /Lk, of 1 /4 is sufficient for resolving the
smallest eddies �38�. The current fine grid had 2.8�106 cells.

A comparison of the computed wall pressure coefficient

Fig. 2 Isosurfaces of Q-criterion, Q=1. Results for „a… DNS, „b…
ILES, and „c… FSM. „Left… coarse grid and „right… fine grid.

Fig. 3 Isocontours of „a… eddy viscosity, �T /�, „b… contribution
function, f, and „c… effective eddy viscosity, f�T /�, for „left…
coarse grid and „right… fine grid FSM

Fig. 4 Isocontours of grid resolution, � /Lk, for „a… coarse grid
and „b… fine grid FSM
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cp =
p − pin
1
2�invin

2 �6�

with the experimental data �2–4,6,7� is shown in Fig. 5. Except
for the coarse grid ILES, the difference between the computed
wall pressure distributions is small, indicating that the wall pres-
sure coefficient is not a good choice for comparing results. A
slight pressure drop-off or “hump” close to the trailing edge, in-
dicating strong spanwise coherent structures �21,22,53�, can be
observed for all cases. This hump is especially pronounced for the
coarse grid ILES result. In the experiment the “pressure plateau”
in the separated flow region is flatter leading to the conclusion that
the spanwise coherent structures were not as energetic or pro-
nounced as in the simulations. The weaker coherence of the span-
wise structures in the aft part of the blade is likely a consequence
of the flow being more turbulent, which may be attributed to a
larger FSTI or wall roughness in the experiments, or a lack of grid
resolution for the DNS, insufficient model contribution for the
ILES and FSM, or an insufficient spanwise grid extent of the
computational domain, which effectively suppresses spanwise
modes with larger wavelengths. Although a low inflow turbulence
intensity was prescribed for the FSM, a time-dependent random
freestream disturbance that could “seed” the primary and second-
ary instabilities of the separated boundary layer was not intro-
duced for all of the current 3D simulations. Also as a consequence
of the lack of a defined disturbance input, the results become
somewhat nondeterministic and dependent on numerical errors,
which may be a reason why grid convergence is difficult to obtain.

Figure 6 shows isocontours of the streamfunction computed
from the temporal and spanwise average of the FSM data. Three
recirculating flow regions are visible: A separation bubble on the
pressure side and a separation bubble on the suction side which
encloses a secondary separation bubble. Although the coarse and
fine grid results look qualitatively similar, the suction side sepa-
ration bubble is shallower for the fine grid indicating that full grid
convergence was not achieved. The secondary separation bubble
can only be seen in the time mean. Instantaneous flow visualiza-
tions reveal that the strong spanwise coherent structures with
clockwise rotation that result from the rollup of the shear layer

transport counterclockwise vorticity off the wall leading to the
formation of spanwise vortices with counterclockwise rotation in
between the primary spanwise vortices �Fig. 7�. These vortices
with counter-clockwise rotation are strong enough to cause a local
reversal of the wall skin friction direction.

Temporal and spanwise averages of the skin friction coefficient

cF =

�
�v
�y

1

2
�invin

2

�7�

are plotted in Fig. 8. The waviness of the skin friction coefficient
curves in the region of the secondary separation bubble can be
attributed to short time-averaging intervals. The coarse grid ILES
result is noticeably different from the other results. This is likely
the consequence of �when compared with the other simulations�
stronger spanwise coherent structures due to strong numerical dif-
fusion, which dampens out much of the small scale turbulent mo-
tion thereby resulting in a flow with a lower “effective Reynolds
number,” which is less turbulent. The locations of primary and
secondary separation and reattachment on the suction side of the
blade as obtained from Fig. 8 are listed in Table 2. The primary
separation locations computed with the various approaches appear
to converge toward each other as the grid resolution is increased.

Computed shape factors, H=�* /�, at x /Cx=0.68 are listed in
Table 3. Displacement thickness, �*, and momentum thickness, �,
were computed from the wall tangential velocity component and
the boundary layer edge velocity was taken to be the maximum
velocity of the profile. The shape factor is larger for the cases
where the flow separates earlier, e.g., the coarse grid FSM. The

-3.2

-3

-2.8

Bons, Sondergaard et al.
Huang et al.
coarse
fine

-3.2

-3

-2.8

c p

0.5 0.6 0.7 0.8 0.9 1
x/Cx

-3.2

-3

-2.8

DNS

ILES

FSM

Fig. 5 Wall pressure coefficient, cp

a) b)

Fig. 6 Isocontours of streamfunction. Results for „a… coarse
grid and „b… fine grid FSM

Fig. 7 Instantaneous flow visualizations near the trailing edge.
Isocontours of velocity in the cascade exit flow direction super-
imposed with isocontours of spanwise vorticity „gray lines,
�z=−100, . . . ,100, ��z=40….

0

0.005

coarse
fine

0

0.005

c F

0.7 0.8 0.9
x/Cx

0

0.005

DNS
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FSM

Fig. 8 Skin friction coefficient, cF
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additional numerical diffusion of the lower-order scheme em-
ployed for the ILES and the turbulence model contribution for the
FSM have a similar effect and increase the shape factor when
compared with the DNS. Also, lower grid resolution does in all
instances result in a larger shape factor, indicating that numerical
diffusion for the coarser grid makes the velocity profiles less full
and reduces the wall shear stress.

Time-averaged wall normal profiles of the total velocity

vtot = 
u2 + v2 �8�
averaged in the spanwise direction are shown in Fig. 9. The pro-
files were normalized with their respective velocity maxima to
allow for a comparison with the normalized experimental data
�2,4�. At x /Cx=0.68, the computed velocity profiles are slightly
less full than the measured profiles indicating that the flow is
closer to separation. This is surprising, since judging from the
wall pressure distribution �Fig. 5�, the flow separated earlier in the
experiment �2,4� when compared with the simulations. Down-
stream, at x /Cx=0.77, the computed velocity profiles match the
experimental data very well. The thickness of the separation
bubble is underpredicted at the following two downstream sta-
tions: x /Cx=0.84 and x /Cx=0.92. With the current limited
amount of available experimental data, a more thorough investi-
gation of the differences responsible for this discrepancy is impos-
sible. However, since the numerical results appear to converge
toward a unique solution as the grid resolution is increased, a
fundamental difference in the setup between the simulations and
the experiment may also be the reason for the observed differ-
ences. This may include differences in the FSTI, or differences in
the setup with respect to, for example, the inflow and outflow
angles. It is worth noting that although the velocity profiles ob-
tained from the ILES appear to be almost grid converged, the cp-
and cF-distributions are not �Figs. 5 and 8�.

Wall-normal profiles of the model contribution for the FSM
computed from the time-averaged flow data and averaged in the
spanwise direction are shown in Fig. 10. The model contribution
at x /Cx=0.68 obtains a maximum of about 2.5% for the coarse
grid and 1% for the fine grid in the outer region of the boundary
layer. As the velocity profiles at this downstream location are not
inflectional most of the turbulence production is expected to take
place near the wall. At the separated flow locations, x /Cx=0.77,
0.84, 0.92, the contribution function distributions exhibit two dis-
tinctive maxima, one near the wall in the boundary layer of the

reverse flow and one in the vicinity of the inflection point of the
velocity profile �both locations are regions of turbulence produc-
tion�. Finally, wake velocity profiles taken downstream of the
trailing edge of the blade and computed from the temporal aver-
age of the flow data and averaged in the spanwise direction are
shown in Fig. 11. The DNS and FSM results appear to converge to
the same result as the grid resolution is increased with the ILES
yielding a slightly wider wake.

4.2 RANS and URANS Results. The current 3D results may

Table 2 Locations, x /Cx, of primary and secondary separation
and reattachment. The numbers in parentheses are coarse grid
results.

Model
Primary

sep.
Secondary

sep.
Secondary

reat.
Primary

reat.

DNS 0.698 0.879 0.922 1.000
�0.694� �0.859� �0.916� �1.000�

ILES 0.687 0.829 0.917 1.000
�0.685� �0.789� �0.878� �0.995�

FSM 0.695 0.872 0.915 1.000
�0.680� �0.852� �0.920� �1.000�

Table 3 Shape factor, H, at x /Cx=0.68. The numbers in paren-
theses are coarse grid results.

Model H

DNS 1.42 �1.46�
ILES 1.48 �1.53�
FSM 1.43 �1.56�
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Fig. 9 Wall-normal profiles of the total velocity. Comparison
with experimental data †2,4‡.
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be sufficiently accurate for analyzing existing LPT blade geom-
etries. They are, however, computationally expensive with large
turnaround times and, therefore, out of the question during the
design process of new blade geometries. Computationally less ex-
pensive alternatives such as URANS and RANS or design codes
based on the Euler equations such as MISES �54� have to be con-
sidered. With URANS the dynamics of the unsteady flow struc-
tures may be captured while for RANS all unsteady flow motion
has to be modeled, imposing a large burden on the turbulence
model. As the flow is transitional, low Reynolds number models
such as the LB model are expected to work better. Here, other
common turbulence models such as the k-�, k-�, and SA models
are considered as well. As shown by Praisner and Clark �55�, the
accurate prediction of the FST properties and its interaction with
the laminar boundary layer, as well as the accurate prediction of
the attached and separated flow transition, pose the largest chal-
lenges in RANS calculations of LPT flows. For our present studies
the FSTI was assumed to be small. Flow transition was not forced
based on a transition criterion but left to the turbulence model.
Although this approach may appear a little naive it is shown that
for the test case considered here where the flow does not reattach
to the blade, URANS can yield relatively accurate results. For the
same reason, because the flow does not reattach the performance
of the models is not fully tested.

Figure 12 shows a comparison of some of the 2D RANS and
URANS results. Shown are isocontours of spanwise vorticity

�z =
�v
�x

−
�u

�y
�9�

All cases were computed on the fine grid. When the LB and k-�
EASM models were employed, the flow became unsteady �there-
fore, these simulations are referred to as URANS� and a separa-
tion bubble developed on the suction side close to the trailing
edge, which is in qualitative agreement with the experiments and
the 3D simulations. The results obtained with the k-�, SST, and
SA models indicate no discernible flow separation on the suction

side, which is contradicting the experimental results. With all
models, a shallow separation bubble is predicted on the pressure
side of the blade.

Figure 13 shows the computed distributions of eddy viscosity
for all four models. Owing to the low Reynolds number condi-
tions, the flow upstream of the separation is almost laminar for the
LB and k-� EASM models. For both the LB and k-� EASM
models, eddy viscosity is produced in the spanwise structures and
in the wake �Figs. 13�a� and 13�b��. This is in qualitative agree-
ment with the FSM results and with the real flow where �through
a secondary instability mechanism� the flow transitions to turbu-
lence near the trailing edge. The increased entrainment caused by
the spanwise structures and also due to turbulent mixing leads to
flow reattachment near the trailing edge �closing the laminar sepa-
ration bubble�. For all other models, an accumulation of eddy
viscosity can be observed close to the leading edge �slightly less,
though, for the k-� EASM model�. This unphysical behavior can
be attributed to the stagnation point anomaly of linear eddy vis-
cosity models �56�.

A comparison of the wall pressure coefficient is shown in Fig.
14. For the URANS results �LB and k-� EASM models� the data
were time-averaged over a time interval of �T=10. The upper
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x/Cx=0.92

coarse gridfine grid

Fig. 10 Wall-normal profiles of model contribution obtained
from the FSM simulation
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vtot/vin
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Fig. 11 Wake profiles of the total velocity

Fig. 12 Isocontours of spanwise vorticity, �z. The results were
obtained with „a… LB, „b… k-ε EASM, „c… k-�, and „d… k-� EASM
model.

Fig. 13 Isocontours of eddy viscosity �T /�. The results were
obtained with „a… LB, „b… k-ε EASM, „c… k-�, and „d… k-� EASM
model.
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part of the curves represents the suction side of the blade. The
results are compared with the experimental data by Bons et al. �2�,
Sondergaard et al. �4�, and Huang et al. �6� and with an inviscid
�Euler� solution �6�. In the experiments, the laminar boundary
layer separates from the blade at approximately x /Cx=0.6
�roughly the beginning of the “uncovered turning”� leading to a
deviation of the wall pressure distribution from the Euler predic-
tion. The resulting pressure plateau can be associated with the
separated flow region. Another deviation from the inviscid flow
solution, which can be observed on the pressure side of the blade
around x /Cx=0.2¯0.4, is caused by the pressure side separation
bubble. Aside from a hump close to the trailing edge, the wall
pressure distributions computed with the LB and k-� EASM mod-
els are in reasonably good agreement with the experimental data.
This hump or pressure drop can be attributed to strong spanwise
coherent structures, which are a consequence of the two dimen-
sionality of the simulations. �53�

A comparison of the time-averaged skin friction coefficient
shows a very shallow separation bubble for the k-� EASM model
�Fig. 15�. Also, a secondary separation �in the temporal mean� can
be observed for the LB and k-� EASM models �URANS results�.
Fully attached flow is predicted with all other models �steady
RANS�. Table 4 lists computed separation and reattachment loca-
tions as obtained from the zero skin friction locations. The results
obtained with the various turbulence models vary considerably.

However, the URANS results �LB and k-� EASM� are close to the
3D fine grid results �Table 2�. Time-averaged wall normal profiles
of the total velocity are shown in Fig. 16. The computed profiles
match the experimental profiles well at x /Cx=0.68 with the pro-
files obtained with the LB and k-� EASM models being slightly
less full. At x /Cx=0.77, the LB and k-� EASM results �unsteady
RANS� still match the experimental data very well. With the same
models, the thickness of the separation bubble is, however, under-
predicted at x /Cx=0.92. With the k-�, k-� EASM, SST, and SA
models attached flow profiles are predicted for x /Cx=0.77 and
x /Cx=0.92. The shape factor at x /Cx=0.68 for the various cases is
given in Table 5. When compared with the other models, the
shape factor is the largest for both the LB and the k-� EASM
model, indicating that the flow is closer to separation. Additional
insight can be obtained from time-averaged wall-normal profiles
of the turbulence intensity �see Fig. 17�. For the LB and k-�
EASM models the boundary layers at x /Cx=0.68 and x /Cx
=0.77 are fully laminar. The laminar boundary layer separates and
“transition” takes place within the separation bubble �Fig. 13�.

Overall, it appears that none of the models can accurately cap-
ture all aspects of the flow. The applicability of such models is
questionable as they were not calibrated to predict transition for
flows as complicated �curvature, pressure gradient, and separa-
tion� as the LPT flow. Important aspects of the transition process,
such as the primary and secondary stages of transition, are not
reproduced, of course. For the low Reynolds number conditions
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Fig. 14 Wall pressure coefficient, cp

0.5 0.6 0.7 0.8 0.9 1
x/Cx

0

0.005

0.01

c F

L-B
k-ε EASM
k-ω
k-ω EASM
SST
S-A

Fig. 15 Skin friction coefficient, cF

Table 4 Locations, x /Cx, of primary and secondary separation
and reattachment

Model
Primary

sep.
Secondary

sep.
Secondary

reat.
Primary

reat.

LB 0.690 0.881 0.906 1.000
k-� EASM 0.706 0.887 0.916 0.995
k-� EASM 0.797 — — 0.998
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Fig. 16 Wall-normal profiles of the total velocity. Comparison
with experimental data †2,4‡.

Table 5 Shape factor, H, at x /Cx=0.68

Model H

LB 1.40
k-� EASM 1.38
k-� 1.25
k-� EASM 1.28
SST 1.25
SA 1.27
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Fig. 17 Wall-normal profiles of turbulence intensity, Tu
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considered here, the flow is transitional and may, depending on
the boundary conditions �FST, etc.� not become fully turbulent.
More advanced turbulence models that capture the transitional
nature of the flow �31–34,51,55� or DNS and hybrid turbulence
modeling approaches have to be considered if more reliable and
accurate results are sought.

5 Analysis of Flow Dynamics
For analyzing the time-dependent behavior of the flow data, the

wall skin friction coefficient, cF�s ,z , t�, and the wall pressure co-
efficient, cp�s ,z , t�, can be Fourier decomposed in the spanwise
direction, z, as follows:

cF,p�s,z,t� = �
k

cc
�k��s,t�cos

2	kz

�Z
+ cs

�k��s,t�sin
2	kz

�Z
�10�

where the respective spanwise wavelengths are 
z
�k�=�Z /k. Re-

sults were computed from data taken over a time period of �T
=10 at a sampling rate of 1 /�t=1 /0.004=250. All simulations
were first advanced over a sufficiently long period of time to
ensure that initial flow transients were excluded before the time-
dependent data were recorded. In Fig. 18�a�, t versus s diagrams
of the Fourier mode amplitudes,

A�k��s,t� = 
cc
�k��s,t�2 + cs

�k��s,t�2 �11�

of the skin friction coefficient for the fine grid DNS are shown for
modes k=0 �the spanwise average� and k=1 �the first spanwise
mode�. The corresponding figures for the ILES and FSM look
very similar and are omitted to save space. The arclength along
the blade, s, was measured from the leading edge. Mode k=0
amplitudes illustrate the “footprints” or wall traces of the span-
wise coherent structures. The time-derivative of the traces is
equivalent to the wave speed of the spanwise coherent structures
and approximately the same for all cases. The vortex shedding
frequency, which can be determined by measuring the time-
difference between the wall traces in Fig. 18�a�, is about 1 and
almost identical for all cases.

According to Ho and Huerre �57�, the nondimensional fre-
quency of the most unstable KH mode is approximately

St =
f�

ve
= 0.016 �12�

where � is the shear layer momentum thickness �v−v1� / �v2
−v1��1− �v−v1� / �v2−v1��dy and ve is the local boundary layer
edge velocity. Velocity profiles were taken from the fine grid DNS
data in the separated flow region at x /Cx=0.80, 0.83, and 0.86

upstream of the location where the spanwise vortices appear �Fig.
19�. The shear layer momentum thickness, which was computed
by integration from the near wall velocity minimum to the veloc-
ity maximum, was 0.0038, 0.0042, and 0.0048Cx at the three
downstream stations. The edge velocity was 1.88vin at all three
stations. With these numbers the frequency of the most unstable
KH mode normalized by inlet velocity and axial chord length,
0.016ve /vinCx /�, becomes 7.9, 7.2, and 6.3, respectively. These
numbers are larger than the nondimensional frequency of 1 ob-
served in the simulations. This discrepancy is presently not under-
stood and subject of future investigations.

Vortex merging �subharmonic� resonance of the spanwise struc-
tures, where the wall traces of two spanwise coherent structures
merge into one, cannot be observed. When considering the mode
k=1 amplitudes �right hand side of Fig. 18� it becomes clear that
the appearance of the k=1 mode �or first 3D mode� is linked to the
presence of the 2D mode �k=0�. It can be speculated that the
growth of the 3D mode is caused by a secondary instability of the
time-dependent 2D flow. Although not proven here, the observed
time-periodic vortex shedding may be the result of an absolute
instability of the separation bubble. This conjecture is based on
two observations: In time-dependent flow visualizations of the
simulation data, disturbances can be seen to travel upstream in the
reverse flow region of the separation bubble. Also, acoustic noise
associated with the vortical structures was found to propagate up-
stream and disturb the approach boundary layer. A definitive an-
swer to the question if an absolute instability was present can
potentially be obtained from a BiGlobal stability analysis �58�.
For a global bubble instability, the nondimensional frequency
based on bubble length, L, and local freestream velocity is about
1,

f
L

ve
	 1 �13�

With a bubble length of about 0.5Cx and an edge velocity of
1.88vin a frequency of ve /vinCx /0.5Cx=3.8 is obtained.

When the wall pressure coefficient, cp, is Fourier decomposed
in the spanwise direction, the graphs in Fig. 18�b� are obtained. As
the pressure in the vortex cores of the spanwise structures is be-
low the local freestream pressure, the minima of the wall pressure
�light shaded areas in Fig. 18�b�� can be associated with the wall
traces of the spanwise �or 2D� vortices. In addition, Fig. 18�b�
clearly illustrates that the spanwise structures have an upstream
influence. The light shaded areas extend upstream up to approxi-
mately s /Cx=0.9. This upstream influence is not caused by up-
stream traveling acoustic waves which have a negative wave
speed of �s /�t=v−c	1−1 /M =−9 �where c is the speed of
sound� but may instead be attributed to a time-periodic oscillation
of the circulation around the entire turbine blade. Figure 20 dem-
onstrates that the separation and reattachment locations of the
separation bubbles on the pressure and suction sides are unsteady
and oscillating with the same frequency as the spanwise structures
on the suction side. The separation and reattachment locations
were taken as the locations of instantaneous zero skin friction of

Fig. 18 Fourier mode amplitude, A„k…
„s , t…, of „a… skin friction

coefficient, cF, and „b… wall pressure coefficient, cp, for modes
k=0 „left… and k=1 „right… obtained from fine grid DNS data

Fig. 19 Flow visualization near the trailing edge „fine grid
DNS…. Isocontours of the total velocity of time-averaged data
„vtot=0, . . . ,2, �vtot=0.2… superimposed with isocontours of
spanwise vorticity of instantaneous data „gray lines, �z=
−100, . . . ,100, ��z=40…. Indicated in white are lines along which
velocity profiles were obtained.

Journal of Fluids Engineering NOVEMBER 2008, Vol. 130 / 111105-9

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the spanwise mean of the flow. Similar results were obtained for
the DNS and ILES. Clearly, the spanwise structures on the suction
side influence the flow around the entire blade.

In the following only the time-dependent data of the wall pres-
sure coefficient is analyzed because it was found to better reflect
the dynamics of the coherent structures. The skin friction coeffi-
cient appeared to be more biased toward the structures in direct
vicinity of the wall. The wall pressure coefficient, cp�s ,z , t�, can
additionally be Fourier decomposed in time, t, as follows:

cp�s,z,t� = �
n

�
k

�ccc
�n,k��s�cos

2	nt

�T
+ ccs

�n,k��s�sin
2	nt

�T
�cos

2	kz

�Z

+ �csc
�n,k��s�cos

2	nt

�T
+ css

�n,k��s�sin
2	nt

�T
�sin

2	kz

�Z
�14�

where the respective spanwise wavelengths and frequencies are

z

�k�=�Z /k and f �n�=n /�T. Since the original data were not ex-
actly periodic in time the frequency spectra may exhibit high fre-
quency ringing �Gibbs phenomenon�. For the current results, data-
windowing techniques were not employed. In Fig. 21, f �n� versus
s diagrams of the Fourier mode amplitudes,

A�k��s, f �n�� = 
ccc
�n,k��s�2 + ccs

�n,k��s�2 + csc
�n,k��s�2 + css

�n,k��s�2 �15�

for modes k=0 and k=1 are shown for the fine grid DNS. Mode
k=0 attains its global maximum for f 	1. This dominant or fun-
damental frequency can be identified as the natural shedding fre-

quency of the separation bubble. Higher harmonics with f 	2 and
f 	3 appear downstream of s /Cx	1.2. Since the vortex shedding
is not exactly time-periodic and as the time intervals used for the
Fourier transforms were relatively short, the peaks in the fre-
quency spectra are not very pronounced. In fact, the high fre-
quency end of the spectra for the k=0 mode begins to fill up as the
trailing edge is approached indicating that the flow is transition-
ing. The most pronounced energy drop off toward the higher fre-
quencies, f �n�, and spanwise mode numbers, k, was obtained with
the FSM. Here, the model contribution is dependent on the local
and time-dependent ratio of grid resolution to smallest turbulence
length scale. Structures with higher spanwise mode number, k, or
larger frequency, f �n�, experience a larger model contribution and
therefore stronger damping, which explains the energy drop-off in
the spectra. The frequency spectrum of the higher spanwise mode,
k=1, show no distinctive amplitude maxima but an overall growth
in amplitude downstream of s /Cx	1.2.

Finally, frequency spectra at z=0 �arbitrarily chosen z-location�
were computed as

cp�s,z = 0,t� = �
n
��

k

ccc
�n,k��s��cos

2	nt

�T

+ ��
k

ccs
�n,k��s��sin

2	nt

�T

= �
n

ccc
�n��s,z = 0�cos

2	nt

�T
+ ccs

�n��s,z = 0�sin
2	nt

�T

�16�

In Figs. 22 and 23 f �n� over s graphs of

A�s,z = 0, f �n�� = 
ccc
�n��s,z = 0�2 + ccs

�n��s,z = 0�2 �17�

are shown for the 3D simulations and for the 2D LB and k-�
EASM URANS results. Due to the comparatively small contribu-
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Fig. 20 Separation and reattachment locations obtained from
the fine grid FSM in „a… time and „b… frequency domains

Fig. 21 Fourier mode amplitude, A„k…
„s , f„n……, of wall pressure

coefficient, cp, for modes k=0 „left… and k=1 „right… obtained
from fine grid DNS data

Fig. 22 Fourier mode amplitudes, A„s ,z=0, f„n……, of wall pres-
sure coefficient, cp, for coarse grid „left… and fine grid „right….
Results for „a… DNS, „b… ILES, and „c… FSM.
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tion of the higher spanwise modes the spectra obtained from the
3D simulations in Fig. 22 resemble those in Fig. 23 from the
URANS calculations. Disturbances with a frequency of f 	1
�with higher harmonics at f 	2 and f 	3� are most amplified. The
frequency spectra obtained with the coarse and fine grids are
roughly identical, indicating that the dynamics of the flow are
similar. Figure 23 illustrates that with the LB model �and probably
also as a result of the 2D nature of the URANS calculations� the
flow is very time-periodic and very pronounced peaks in the fre-
quency spectra can be detected at f 	1. A completely different
result is obtained with the k-� EASM model. Although wall pres-
sure distribution and velocity profiles resemble the LB results, a
dominant frequency of f 	2 is predicted, which is not in agree-
ment with the other data. This difference may be explained by the
larger amount of eddy viscosity computed with the LB model
�Fig. 13�, which results in a lower “effective Reynolds” number,
which in turn lowers the frequency of the most unstable bubble
instability mode. In other words, the k-� EASM turbulence model
contribution is too low for predicting the right shedding fre-
quency.

Finally, frequency spectra taken at three different downstream
locations �fine grid results� are compared in Fig. 24. When ana-
lyzing the spectra one has to keep in mind that the sampling rate
of the time-dependent data was 250. The fundamental �f 	1�
grows in amplitude by a factor of roughly 10 between s /Cx=1.0
and 1.4. At s /Cx=1.4 higher harmonics appear in the spectra and
the frequency range of the energy containing eddies becomes
wider. For the DNS, the amplitude of the disturbances does not
diminish toward the higher frequency end of the spectra. The rea-
son for this behavior may be numerical instabilities �“grid mesh
oscillations”� due to insufficient grid resolution �the grid is not
fine enough to resolve the dissipative length scales� or pertinent
acoustic noise in the computational domain. For the ILES and
FSM, high frequency disturbances are damped by the inherent
diffusion of the discretization and the model contribution, respec-
tively. With the LB model and for the ILES and FSM, an expo-
nential decay in the fluctuation amplitudes akin to the Kolmog-
orov −5 /3 law that characterizes the inertial turbulent subrange
can be observed near the high frequency end of the spectrum.

Several correlations for the Reynolds number based on the
downstream distance from the laminar separation point to the
point of transition onset, Rest, were proposed. The correlation by
Davis et al. �59�,

Rest = 25,000 log10�coth�17.32Tu�� �18�

was shown to be in good agreement with the experimental data by
Sohn et al. �13,14� and Volino and Hultgren �15�. For Tu=0.1%
this Reynolds number obtains a value of 44,000, indicating that
for the Pack B geometry at Re=25,000 the flow is beginning to
transition downstream of the trailing edge. A more recent correla-
tion by Suzen et al. �33� also takes the momentum thickness Rey-
nolds number at the separation point, Re�s, into account,

Rest = 874 Re�s
0.71 exp�− 0.4Tu� �19�

For the fine grid DNS, the boundary layer momentum thickness
and edge velocity near the separation location �x /Cx=0.695� are
0.0024Cx and 1.9vin resulting in Re�s=0.0024�1.9�Re=114.
From this Rest=25,200 is obtained, again indicating that the flow
is beginning to transition downstream of the trailing edge. Al-
though the present data �e.g., Figs. 2, 18, and 21� provide some
evidence that the flow is transitioning near the trailing edge the
exact transition onset location is not available. Many other similar
correlations exist �15,29�. As shown by, e.g., Volino for the Pack
B blade, the level of agreement between measurements and the
predictions made by such models can vary strongly with Reynolds
number �49�.

6 Conclusions
Laminar separation in low-pressure turbine �LPT� stages can

lead to significant performance losses. Numerical simulations are
challenged by the complicated nature of the flow. Both separation
and transition are unsteady and interacting with each other. The
separated flow is dominated by energetic coherent structures.
Simulations that reliably capture these phenomena could aid in the
design of new blade geometries and in the development of active
flow control devices. In this paper, coarse and fine grid results

Fig. 23 Fourier mode amplitudes, A„s ,z=0, f„n……, of wall pres-
sure coefficient, cp. URANS results obtained with „a… LB and „b…
k-ε EASM model.
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Fig. 24 Frequency spectra, A„s ,z=0, f„n……, of wall pressure co-
efficient, cp, at „a… s /Cx=1 „x /Cx=0.80…, „b… s /Cx=1.2 „x /Cx
=0.89…, and „c… s /Cx=1.4 „x /Cx=0.98…
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obtained with three different simulation strategies, DNS, ILES,
and FSM, are compared. The fine grid results were almost identi-
cal with each other and formed the basis for an analysis of the
flow dynamics. The coarse grid results helped assess the proper-
ties of the various simulation techniques. With the FSM, the pre-
dicted dynamical behavior of the flow was approximately the
same for the coarse and the fine grid. For the coarse grid ILES,
stronger numerical diffusion was shown to noticeably alter the
flow dynamics.

Attempts were made to compute the flow using 2D steady and
unsteady RANS. The advantage of this approach is a lower com-
putational expense when compared to the 3D simulations. With
steady RANS, the correct extent of the laminar separation bubble
near the trailing edge of the blade could not be obtained. With
URANS, both the laminar separation and the bubble vortex shed-
ding were captured. This was attributed to the dominance of the
2D mode �spanwise vortices� in the flow �analysis of 3D flow
data� which can be captured qualitatively in 2D URANS calcula-
tions. However, as the models are not tailored for separating tran-
sitional flows, this success is likely a coincidence and should not
lead to the conclusion that such models work reliably for LPT
flows.

Analysis of the time-dependent data obtained from the simula-
tions showed the flow to be dominated by energetic spanwise
coherent structures and to be transitioning near the trailing edge.
Although the 3D structures were amplified in downstream direc-
tion their amplitudes were still relatively small when compared
with the amplitudes of the 2D structures. Forcing of the 3D modes
�such as by pulsed vortex generator jets� with the right frequency
and amplitude will increase the initial amplitude of the 3D modes
resulting in an accelerated breakdown to turbulence. An earlier
transitioning of the flow would result in an increased wall normal
mixing and entrainment of freestream fluid and thus delay or pre-
vent separation as has been shown in the experiments �2–4�. How-
ever, the present results indicate that the 2D mode experiences a
stronger amplification than the 3D modes. Therefore, it may also
be concluded that excitation of the 2D mode by in-phase pulsed
actuation may strengthen the spanwise coherent structures, which
also entrain freestream fluid and counteract separation.
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Nomenclature
A � amplitude

cF � skin friction coefficient
cp � wall pressure coefficient
Cx � axial chord length

f � contribution function, frequency
H � shape factor
k � turbulent kinetic energy, spanwise mode
lT � integral turbulence length scale
Lk � Kolmogorov length scale
n � temporal mode
Q � vortex identification criterion
s � arclength along blade
t � time

�T � time interval for data analysis
Tu � turbulence intensity

u ,v � velocity components
x � axial coordinate
y � wall normal coordinate
z � spanwise coordinate

� � grid line spacing
�Z � spanwise extent of computational domain

� � dissipation rate of k
� � momentum thickness

 � wavelength
� � molecular viscosity

�T � eddy viscosity
� � density
� � turbulent specific dissipation, vorticity
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1 Introduction
The present work is concerned with the prediction of pressure

drop in noncircular ducts for non-Newtonian power law fluids.
Much work has been conducted in this area, and the most fre-
quently cited solutions are found in the texts of Refs. �1,2�. Addi-
tional results are also available in a number of handbooks such as
Ref. �3�. The flow of non-Newtonian power law fluids occurs
frequently in the chemical process industries �2� and is also of
interest in microfluidic applications �4,5�. Koo and Kleinstreuer
�4� examined several issues related to the flow of liquids in mi-
crochannels. They considered simple power law fluids, and show
that even with a small change in the power law flow index, the
pressure drop can vary considerably. Recently, Azimain and Sefid
�5� considered the effect of the power law flow index on heat
transfer and pressure drop in microchannel heat sinks. For shear
thinning fluids they found a considerable decrease in the pressure
drop while realizing a significant increase in heat transfer.

Laminar flow of Newtonian fluids in a variety of cross sections
such as circular tubes, parallel plates, and concentric annuli has
been researched and documented by a number of sources �6�.
Recently, Muzychka and Yovanovich �7� formulated a simple
model for fundamental noncircular shapes using the solution for
the rectangular duct and a new characteristic length scale, the
square root of flow area. The proposed model predicted much of
the laminar flow data within �10% or better. A result not attain-
able with the hydraulic diameter as a length scale. Bharami et al.
�8� further developed approximations for other noncircular ducts
and microchannels for laminar flows. They also adopted the
length scale advocated by Muzychka and Yovanovich �7�. They
also showed that this length scale arises naturally when one non-
dimensionalizes ducts and channels of noncircular shape without
the a priori assumption of hydraulic diameter as a length scale.

The flow of non-Newtonian fluids in rectangular, elliptical, tri-
angular, polygonal, and annular shaped ducts was also considered
by Kozicki et al. �9� and Kozicki and Tiu �10,11�. Tiu and co-
workers �9–11� developed an approximate two parameter model
using the Rabinowitsch–Mooney formulations for the channel and
duct. The advantage of this model was that the two parameters

were easily derived from the analytic solutions for laminar New-
tonian flows. The disadvantage of this model is that these param-
eters vary with the shape and aspect ratio of the duct, and thus
must be tabulated for each shape. This tabulation appears fre-
quently in the open literature �2,3�, albeit with some errors in the
required constants.

The traditional method of relying on the use of tabulated and/or
graphical data can be replaced with the use of a more robust
model that is more effective, using one equation that is capable of
predicting dimensionless mean wall shear stress for a variety of
shapes within a small margin of error. This new model is based in
part on the laminar Newtonian flow model of Muzychka and Yo-
vanovich �7�. Given the current and potential uses of non-
Newtonian fluids and the difficulty in obtaining solutions in more
than one dimension, it is beneficial to develop a generalized
model for ducts of any shape. This becomes more important in
applications involving microchannels, where the fabrication pro-
cess typically yields channels that are nearly rectangular in shape,
having rounded sides or corners. In other cases, the process may
yield channels of slightly trapezoidal shape. These issues pose no
problem in the present analysis, as the model is most sensitive to
changes in aspect ratio and not in shape.

2 Basic Equations
The present formulation utilizes the work of Kozicki et al. �9�

who developed a simple generalization of the Rabinowitsch–
Mooney equations for the circular duct and plane channel. Begin-
ning first with the definition of an Otswald de Waele �power law�
fluid,

� = K�−
�u

� n̂
�n

�1�

where K is the consistency index and n is the power law flow
index �1,2�. Equation �1� is valid for one dimensional flow in a
tube or annulus and plane channel. For two dimensional flows,
such as in rectangular or elliptical ducts, constitutive relationships
are much more complex, which make analytical solution difficult.
Simple solutions to the momentum equation,

�� =
dp

dz
�2�

may be obtained for the tube, channel, and annulus �2�.
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The Rabinowitsch–Mooney equation was developed to calcu-
late the rate of shear at the tube or channel wall �1� for non-
Newtonian fluids. Using the Rabinowitsch–Mooney equations for
the circular tube and parallel plate channel, Kozicki et al. �9�
proposed that the rate of shear at the wall of a noncircular duct
could be represented by a more general form

�−
�u

� n̂
�

w

= f��̄w� = c1�̄w

d�8U

Dh
�

d�̄w

+ c2�8U

Dh
� �3�

where U is the bulk fluid velocity, Dh=4A / P is the hydraulic
diameter, and c1 and c2 are constants, which depend on the duct
shape and aspect ratio. The above equation can be re-arranged and
integrated to give �2,7�

�8U

Dh
� =

1

c1
��̄w�−c2/c1�

0

�̄w

�c2/c1−1f���d� �4�

Now for a power law fluid we have

f��� = � �

K
�1/n

�5�

Integration of Eq. �4� with Eq. �5� yields the following result:

�̄w = K�8U

Dh
�c2 +

c1

n
�	n

�6�

Finally, one can determine the pressure gradient from a simple
force balance on the duct wall to obtain the relationship

�̄w =
A

P
�−

�p

L
� �7�

The advantage of Eq. �6� was that the constants c1 and c2 could
be deduced from solutions for Newtonian fluid flows in noncircu-
lar ducts.

Frequently in literature a friction factor is defined having the
form

f =
�̄w

1
2�U2

�8�

In the present work, we will propose a dimensionless mean wall
shear stress to be used in conjunction with Eq. �7�. The use of the

friction factor introduces the Reynolds number, which, for fully
developed viscous flows, is not required or physically meaningful
given the traditional interpretation of the Reynolds number. How-
ever, as a criterion for determining whether the flow is laminar or
turbulent, the generalized Reynolds number, Reg, will be defined
�1,2� as

Reg =
�U2−nDh

n

8n−1K�c2 + c1/n�n �9�

It is frequently assumed that the Dodge–Metzner criterion �1,2�,
Reg�2100, may be employed for predicting whether laminar flow
prevails in the noncircular duct. In many texts �1,2�, Eq. �8� after
combining with Eq. �6� is often written as

f =
16

Reg
�10�

which when n=1, with K=�, gives f =16 /ReDh
, the solution for

Newtonian flow in a tube.
Equations �9� and �10� are a convenient means of representing

friction factors for non-Newtonian power law fluids. However,
Eq. �9� is still beset with the problem of requiring tabulations for
c1 and c2 for each geometry. Further, the constants c1 and c2 have
only been deduced for a limited set of geometries �9�. Although
they may be determined using appropriate numerical methods for
other shapes, this additional effort is not required unless greater
accuracy is desired. A new method will be proposed, which pro-
vides a convenient alternative, and may be applied to other geom-
etries for which no solutions exist.

3 Fundamental Solutions
Seven fundamental shapes are given consideration in the pub-

lished texts and handbooks �1–3�. These are the tube, channel,
rectangular duct, annular duct, elliptical duct, polygonal ducts,
and isosceles triangle ducts. The special cases of the tube and
channel are also predicted from the solution for the circular annu-
lus. The basic shapes under consideration are shown in Fig. 1.

These solutions are presented in tabular form in Refs. �2,3�. The
two constants c1 and c2 are geometric parameters related to the
cross section of the various shaped ducts. As pointed out by
Kozicki et al. �9�, they may be derived from the solutions for
Newtonian flow in noncircular ducts. These two parameters have

Fig. 1 Shapes under consideration
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the following values, which may be determined mathematically
for each shape under consideration. For completeness, we review
the following solutions.

For a circular tube,

c1 = 1
4 , c2 = 3

4 �11�

For a parallel plate channel,

c1 = 1
2 , c2 = 1 �12�

For a concentric annulus,

c1 + c2 =
�1 − r��2

1 + r�2 −
1 − r�2

ln�1/r��
�13�

c1 =
�1 − r��2

4
1 −
1 − r�2

2 ln�1/r���1 − ln
1 − r�2

2 ln�1/r��	� �14�

where r�= ri / ro .
For an elliptic duct,

c1 + c2 =
�2

8E����2 ��2 + 1� �15�

c1 =
�2

32E����2 ��2 + 1� �16�

where �=b /a is the ratio of the minor to major axes and E���� is
a complete elliptic integral of the second kind of complementary
modulus ��=1−�2.

For a rectangular duct,

c1 + c2 =
3

2�1 + ��2�1 −
192�

�5 �
m=0

	
1

�2m + 1�5 tanh
�2m + 1��

2�
	
�17�

c1 =
1

2�1 + ��21 + 4�
m=0

	
�− 1�m+1

�2m + 1

2
��3

1

cosh
�2m + 1��

2�
�

�18�

where �=b /a is the ratio of the minor to major axes.
For regular polygons, their values are tabulated in Table 1.
For isosceles triangle ducts, their values are tabulated in Table

2. They are based on the work of Sparrow and co-workers �12,13�.

4 Nondimensionalization and Modeling
In the present analysis, a simple model is proposed using two

basic ideas, namely, the introduction of a more appropriate char-
acteristic length scale and the definition of a suitable duct aspect
ratio to provide a measure of slenderness.

4.1 Nondimensionalization. We begin first with the nondi-
mensionalization of the theoretical results, by proposing a dimen-
sionless mean wall shear stress, ��, defined as

�� =
�̄wLn

KUn =

A

P
�−

�p

L
�Ln

KUn �19�

where L is an arbitrary length scale related to the duct cross
section. For Newtonian fluids, n=1 and �� reduces to the more
familiar Poiseuille number Po= �̄wL /�U �14�.

Using Eqs. �6� and �19� and the length scale L=Dh, we obtain

�Dh

� = 8n�c2 +
c1

n
�n

�20�

Equation �20� is a convenient form from which we perform our
analysis. However, one drawback is the use of the hydraulic di-
ameter as a length scale. With this choice of length scale there is
no conformity in the results for different duct shapes. Further, Eq.
�20� still requires the unique values of c1 and c2 for each particular
case.

One issue addressed by Muzychka and Yovanovich �7� is the
selection of an appropriate length scale for defining the dimen-
sionless mean wall shear. It was found that the use of the hydrau-
lic diameter in laminar flow situations yields greater scatter in
results as compared with the use of L=�A as a characteristic
length scale. When the latter length scale is used, the effect of duct
shape becomes minimized, and much of the laminar Newtonian
flow data can be predicted using a single expression based on the
solution for the rectangular duct.

Redefining Eq. �20� using the length scale L=�A yields

��A
� = 2n�c2 +

c1

n
�n� P

�A
�n

�21�

The grouping P /�A has been shown by Muzychka and Yo-
vanovich �7�, Bharami et al. �8�, and Bejan �15� to be an important
geometric scaling factor.

In order to compare the various shapes the aspect ratio for each
geometry needs to be defined. Referring to Table 3, the nominal
aspect ratios for the shapes of interest are given �7�.

The aspect ratio for the circular annulus was derived by Muzy-
chka and Yovanovich �7�. This relationship may be obtained from
two physical arguments. The first method is to solve for the ratio
of the gap of the annulus, ro−ri, to the mean perimeter, while the
second method is the ratio of the gap to the equivalent length if
the duct area, ��ro

2−ri
2�, is converted to the shape of a rectangle.

Table 1 Summary of constants for polygonal ducts

N c1 c2

4 0.2121 0.6766
5 0.2245 0.6966
6 0.2316 0.7092
8 0.2391 0.7241
	 0.2500 0.7500

Table 2 Summary of constants for isosceles triangle ducts

2
 �deg� c1 c2

10 0.1547 0.6278
20 0.1693 0.6332
40 0.1840 0.6422
60 0.1875 0.6462
80 0.1849 0.6438
90 0.1830 0.6395

Table 3 Duct aspect ratio

Geometry Aspect ratio

Regular polygon �=1
Singly connected �=b /a
Circular annulus �= �1−r�� /��1+r��
Isosceles triangle �= 2b / h

Journal of Fluids Engineering NOVEMBER 2008, Vol. 130 / 111201-3

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



When the aspect ratio of the annulus is defined in this manner, it
is limited to the range 0���1 /��0.3183 based on 0�r��1.
Similarly, in the isosceles triangle, the aspect ratio is simply a
measure of slenderness, such that 0�2b /h ,h /2b�1. In most
cases, good agreement is achieved when the smallest angle �
�15 deg �7�. However, one can also define an aspect ratio using
the equivalent rectangle approach when the smaller dimension is
preserved and the equivalent areas are used to determine the larger
dimension. This approach generally affords a small increase in
accuracy.

4.2 General Model. Having chosen an appropriate length
scale and measure of slenderness, it is now appropriate to propose
a simple model. In Ref. �7�, Muzychka and Yovanovich found that
after choosing a more appropriate length scale and defining a suit-
able aspect ratio, most results fell within a narrow band that was
very well approximated by the solution for a rectangular channel.
More recently, Duan and Muzychka �16� also observed similar
trends for slip flow of gases in microchannels. In both cases the
model for the rectangular duct, which is normally defined in terms
of an infinite series, could also be approximated well by the first
term, without incurring a significant error.

Since the present work will utilize the rectangular duct solution
for simplicity, one should examine the required number of terms
in Eqs. �17� and �18�. Table 4 presents the results for c1 and c2 for
one and ten terms. Additionally, 100 terms were also considered,
but the results were almost the same as those for the ten terms.
Upon closer examination of the single term solution it is evident
that as the number of terms in the summation series is increased to
ten terms, the greatest error occurs when �=1, which gives an
error of 0.12% higher for c1 and 0.92% lower for c2, as compared
with the single term solutions. It is therefore appropriate for the

rectangular duct to be approximated using a single term solution.
The equations may then be simplified to the following format:

c̄1 =
1

2�1 + ��2�1 −
32

�3 cosh� �

2�
�� �22�

c̄2 =
3

2�1 + ��2�1 −

192� tanh� �

2�
�

�5 �
− c̄1

�23�

Using the c̄1 and c̄2 values defined by Eqs. �22� and �23� and the
nondimensional equation, Eq. �21�, with the appropriate value of
P /�A from Fig. 1, the dimensionless shear stress for all shapes
considered in the present work becomes

��A
� = 2n�c̄2 +

c̄1

n
�n�2�� + 1�

��
�n

�24�

Finally, the Reynolds number criterion becomes

Reg =
�U2−n��A�n

8n−1K�c̄2 + c̄1/n�n
 2100� � + 1

2��
�n

�25�

5 Results and Discussion
The analysis of Eq. �24� was performed for shear thinning flu-

ids n=1 /3,1 /2,2 /3,3 /4, the Newtonian fluid n=1, and shear
thickening fluids n=5 /4,4 /3,3 /2. The results are given in Figs. 2
and 3 and Tables 4–7.

Beginning with Tables 5 and 6, we see that significant differ-
ences arise when the hydraulic diameter is used for nondimen-
sionalizing the wall shear stress. Variances from the rectangular
duct solution for other shapes such as the elliptic duct, annular
duct, and isosceles triangle can be as large as 85% when L=Dh is
used as a length scale. However, when L=�A is used, this vari-
ance is reduced to much less than 20%, and in most cases when
re-entrant corners are not present, this variance is reduced to less
than 10%. Turning to Table 7 for the regular polygons, it is clear
that variances as much as 30% occur with L=Dh as a length scale,
while for L=�A, it is much less than 10%. If one excludes the
triangular duct, then the variance is less than 1%.

Figures 2 and 3 show graphically the results summarized in
Table 6 over the full range of aspect ratio. It is clear that when the
length scale is based on the square root of the cross-sectional flow
area, the rectangular duct may be used with reasonably good ac-

Table 4 Summary of coefficients in Eqs. „17… and „18…

m=1 m=10

� c1 c2 c1 c2

0.05 0.45351 0.95109 0.45351 0.95129
0.1 0.41322 0.90943 0.41322 0.90983
0.2 0.34750 0.84363 0.34750 0.84440
0.3 0.29914 0.79421 0.29914 0.79536
0.4 0.26591 0.75554 0.26591 0.75709
0.5 0.24394 0.72580 0.24393 0.72781
0.6 0.22971 0.70398 0.22971 0.70653
0.7 0.22079 0.68885 0.22077 0.69206
0.8 0.21557 0.67909 0.21550 0.68310
0.9 0.21298 0.67346 0.21285 0.67845
1 0.21233 0.67091 0.21209 0.67710

Table 5 �Dh
�

„max/min… % difference

n=1 /3 n=1 /2 n=2 /3 n=3 /4 n=1 n=5 /4 n=4 /3 n=3 /2

Rectangle 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Ellipse 7.69/0.28 10.16/0.20 11.91/0.82 12.67 /−0.65 14.67/0.12 14.16/1.94 14.96 /−1.75 16.55 /−1.35
Annulus 8.34/0.011 11.43/0.02 14.20/0.02 15.51/0.021 19.18/0.03 22.57/0.033 23.66/0.035 25.76/0.039
Isosceles 21.22/3.45 29.95/4.70 23.76/6.02 42.80/6.41 55.97/8.04 45.26/11.30 74.62/10.16 84.55/11.21

Table 6 ��A
�

„max/min… % difference

n=1 /3 n=1 /2 n=2 /3 n=3 /4 n=1 n=5 /4 n=4 /3 n=3 /2

Rectangle 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Ellipse 5.22/0.061 6.01/0.02 6.32/0.003 6.36 /−0.19 6.19/0.030 5.74 /−0.17 5.54/1.59 5.11/1.78
Annulus 1.97/0.006 2.25/0.007 2.48/0.009 3.18/0.010 5.45/0.01 7.92/0.013 8.78/0.014 10.54/0.015
Isosceles 10.68/0.36 13.39/0.18 15.48/0.27 16.39/0.99 18.75/0.42 20.76/0.23 21.39/5.02 22.59/4.84
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Fig. 2 ��A
� for noncircular ducts at n<1

Fig. 3 ��A
� for noncircular ducts for n�1

Journal of Fluids Engineering NOVEMBER 2008, Vol. 130 / 111201-5

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



curacy to approximate most shapes. In essence, L=�A achieves
for laminar flows what L=Dh achieves for turbulent flows. In the
case of non-Newtonian fluids, the degree of accuracy is quite
good for shear thinning fluids n�1 and shear thickening fluids
n�1, when ducts with small re-entrant corners are excluded, �
�15 deg. In general the results for most shear thinning fluids are
quite good, due in part to the blunt velocity distributions, i.e.,
approaching plug flow. One can also see that for shear thinning
fluids, the variances become smaller, even when L=Dh is used,
which may offer insight to why the hydraulic diameter works so
well for turbulent Newtonian fluid flows. Given the flatter profiles
found in turbulent duct flows, and the marked decrease in vari-
ances in Table 5 for shear thinning fluids, it is hard to overlook the
similarities.

Overall, the model defined by Eq. �24� is quite effective as a
predictive scheme for non-Newtonian fluids. Equation �24� elimi-
nates the need for complex tabulated solutions and may be used
with a high degree of accuracy for most duct and microchannel
shapes.

6 Summary and Conclusions
This paper examined the fully developed laminar flow in non-

circular ducts for non-Newtonian power law fluids. A simple
model was developed, which provides accuracy of better than
10% for ducts without re-entrant corners. In those cases, such as
the isosceles triangle duct, the error increases to approximately
22%. This simple model is based on the solution for the rectan-
gular duct when an appropriate characteristic length scale and
measure of slenderness are chosen. In previous works, the length
scale was chosen to be the square root of the duct rather than the
hydraulic diameter. When the hydraulic diameter is used as a
length scale, the aforementioned errors increase to 25% and 85%,
respectively. With this new model it is now possible to predict the
pressure drop in a number of ducts for which no solution exists.
This is quite important in microchannel applications where micro-
fabrication techniques often yield trapezoidal shaped ducts, semi-
elliptical, or other variant of a rectangular channel. The analysis
was conducted for a power law index in the range of 1 /3�n
�3 /2, which is much larger than most typical non-Newtonian
fluids.
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Nomenclature
A � flow area, m2

a ,b � major and minor axes of ellipse or rectangle,
m

c1 ,c2 � Rabinowitsch–Mooney constants
c̄1 , c̄2 � generalized Rabinowitsch–Mooney constants

D � diameter of circular duct, m
Dh � hydraulic diameter, �4A / P

E���� � complete elliptic integral of second kind
f � friction factor �� / � 1

2�U2�
K � consistency index, Pa sn

n � power law flow index
L � duct length, m
L � arbitrary length scale, m
N � number of sides of polygon
P � perimeter, m
p � pressure, N /m2

Po � Poiseuille number, ��̄L /�Ū
r � radius, m

Re � Reynolds number, ��UL /�
U � average velocity, m/s

Greek Symbols
� � aspect ratio, �b /a

�� � complementary modulus, �1−�2

� � dynamic viscosity, N s /m2

� � kinematic viscosity, m2 /s
� � fluid density, kg /m3

� � shear stress, N /m2

�w � wall shear stress, N /m2

�� � dimensionless wall shear stress, ��̄wLn /KUn

Subscripts
�A � based on the square root of flow area
Dh � based on the hydraulic diameter

f � fluid

References
�1� Skelland, A. H. P., 1967, Non-Newtonian Flow and Heat Transfer, Wiley, New

York.
�2� Chhabra, R. P., and Richardson, J. F., 1999, Non-Newtonian Flow in the Pro-

cess Industries, Butterworth-Heinemann, Oxford.
�3� Kakac, S., Shah, R. K., and Aung, W., 1987, Handbook of Single Phase Con-

vective Heat Transfer, Wiley, New York.
�4� Koo, J., and Kleinstreuer, C., 2003, “Liquid Flow in Microchannels: Experi-

mental Observations and Computational Analyses of Microfluidic Effects,” J.

Table 7 Data for polygonal ducts

n=1 /3 n=1 /2 n=2 /3 n=3 /4

N �Dh

� ��A
� �Dh

� ��A
� �Dh

� ��A
� �Dh

� ��A
�

3 2.130 2.225 2.858 3.051 3.804 4.151 4.382 4.833
4 2.190 2.190 2.968 2.968 3.987 3.987 4.613 4.613
5 2.221 2.186 3.027 2.955 4.088 3.959 4.742 4.574
6 2.240 2.187 3.063 2.954 4.149 3.955 4.821 4.568
8 2.259 2.189 3.101 2.959 4.218 3.961 4.909 4.575
	 2.289 2.1991 3.162 2.977 4.327 3.992 5.051 4.614
N=	 /N=3 1.09 0.99 1.11 0.98 1.14 0.96 1.15 0.96

n=1 n=5 /4 n=4 /3 n=3 /2

3 6.669 7.602 10.119 11.917 11.622 13.837 15.325 18.647
4 7.114 7.114 10.929 10.929 12.604 12.604 16.756 16.756
5 7.369 7.022 11.406 10.739 13.186 12.366 17.616 16.388
6 7.526 7.004 11.704 10.698 13.552 12.313 18.160 16.302
8 7.706 7.014 12.047 10.710 13.974 12.326 18.791 16.317
	 8.000 7.090 12.619 10.850 14.681 12.490 19.859 16.568
N=	 /N=3 1.20 0.93 1.25 0.91 1.26 0.90 1.30 0.89

111201-6 / Vol. 130, NOVEMBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Micromech. Microeng., 13, pp. 568–579.
�5� Azimain, A. R., and Sefid, M., 2004, “Performance of Microchannel Heat

Sinks With Newtonian and Non-Newtonian Fluids,” Heat Transfer Eng.,
25�8�, pp. 17–27.

�6� Shah, R. K., and London, A. L., 1978, Laminar Flow Forced Convection in
Ducts, Academic, New York.

�7� Muzychka, Y. S., and Yovanovich, M. M., 2002, “Laminar Flow Friction and
Heat Transfer in Non-Circular Ducts—Part I: Hydrodynamic Problem,” Com-
pact Heat Exchangers: A Festschrift on the 60th Birthday of Ramesh K. Shah,
G. P.Celata, B. Thonon, A. Bontemps, and S. Kandlikar, eds., Edizioni ETS,
Italy, pp. 123–130.

�8� Bharami, M., Yovanovich, M. M., and Culham, J. R., 2006, “Pressure Drop of
Fully Developed Laminar Flow in Microchannels of Arbitrary Cross-Section,”
ASME J. Fluids Eng., 128, pp. 1036–1044.

�9� Kozicki, W., Chou, C. H., and Tiu, C., 1966, “Non-Newtonian Flow in Ducts
of Arbitrary Cross-Sectional Shape,” Chem. Eng. Sci., 21, pp. 665–679.

�10� Kozicki, W., and Tiu, C., 1968, “Geometric Parameters for Some Flow Chan-
nels,” Can. J. Chem. Eng., 46, pp. 389–393.

�11� Kozicki, W., and Tiu, C., 1971, “Improved Parametric Characterization of
Flow Geometries,” Can. J. Chem. Eng., 49, pp. 562–569.

�12� Sparrow, E. M., 1962, “Laminar Flow in Isosceles Triangular Ducts,” AIChE
J., 8, pp. 599–604.

�13� Lundgren, T. S., Sparrow, E. M., and Starr, J. B., 1964, “Pressure Drop Due to
the Entrance Region in Ducts of Arbitrary Cross Section,” Trans. ASME, 20,
pp. 620–626.

�14� Churchill, S. W., 1987, Viscous Flows: The Practical Use of Theory,
Butterworth-Heinemann, Boston, MA.

�15� Bejan, A., 2000, Shape and Structure: From Engineering to Nature, Cam-
bridge University Press, Cambridge, England.

�16� Duan, Z. P., and Muzychka, Y. S., 2007, “Slip Flow in Non-Circular Micro-
Channels,” Microfluid. Nanofluid., 3�4�, pp. 473–484.

Journal of Fluids Engineering NOVEMBER 2008, Vol. 130 / 111201-7

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nellyana Gonzalo Flores

Eric Goncalvès

Regiane Fortes Patella

LEGI-INP,
Grenoble, BP53,

38041 Grenoble, France

Julien Rolland
CNES,

Direction des Lanceurs,
Rond point de l’espace,

91023 Evry, France

Claude Rebattet
CREMHyG-INP,
Grenoble, BP95,

38402 Saint Martin d’Hères, France

Head Drop of a Spatial
Turbopump Inducer
A computational fluid dynamics model for cavitation simulation was investigated and
compared with experimental results in the case of a three-blade industrial inducer. The
model is based on a homogeneous approach of the multiphase flow coupled with a
barotropic state law for the cool water vapor/liquid mixture. The numerical results
showed a good prediction of the head drop for three flow rates. The hydrodynamic
mechanism of the head drop was investigated through a global and local study of the flow
fields. The evolution of power, efficiency, and the blade loading during the head drop
were analyzed and correlated with the visualizations of the vapor/liquid structures. The
local flow analysis was made mainly by studying the relative helicity and the axial
velocity fields. A first analysis of numerical results showed the high influence of the
cavitation on the backflow structure. �DOI: 10.1115/1.2969272�

1 Introduction
Cavitation occurs frequently in the axial inducer stage of rocket

engine turbopumps. It is initiated by a pressure decrease due to a
high-speed local liquid velocity and can lead to a fatal failure in
pump performance. In order to improve the design method and to
evaluate the performance and application limits of inducers work-
ing under cavitating conditions, experimental and numerical
works have been carried out by some research teams, as for ex-
ample Refs. �1–8�. In complement to experimental observations,
numerical approaches enable flow local analyses and the predic-
tion of global performances.

Concerning three-dimensional �3D� numerical studies, cavitat-
ing flows in turbomachinery are generally modeled by a homoge-
neous fluid assumption through the one-fluid Reynolds-averaged
Navier–Stokes equations �RANS�. Different methods have been
proposed to model the mixture and mass transfer between the
liquid and vapor. We can cite the interface tracking method pro-
posed by Hirschi et al. �9�, the use of a state law to close the
system �3,4,10,11�, the introduction of an additional equation in-
cluding source terms for vaporization, and the condensation pro-
cesses applied by Medvitz et al. �12�, Ait Bouziad et al. �5,6�,
Mejri et al. �2,13,14�, or Athavale et al. �15�.

Although the numerical modeling of such a phenomenon has
received a great deal of attention, it is still a very difficult and
challenging task to predict 3D complex cavitating flows with an
acceptable accuracy. Physical and numerical calculations should
be improved and validated. Methodologies enabling 3D flow
analyses and design criteria should be proposed.

In this context, the aim of the present study is to endeavor to
improve previous works �4,10,11,16� by

�a� carrying out complementary observations and obtaining
new experimental data in the case of a three-blade in-
ducer,

�b� applying and testing implemented physical and numerical
models in the case of this inducer geometry running un-
der different steady cavitating flow conditions, and

�c� proposing an appropriate 3D analysis methodology.

The numerical simulation of cavitating flows in turbomachinery
has been developed at the turbomachinery and cavitation team of
Laboratoire des Ecoulements Géophysiques et Industriels �LEGI,
Grenoble, France� in collaboration with the French space agency,
Centre National d’Etudes Spatiales �CNES�, and the rocket engine
division of Snecma �Vernon, France�, the civil and military air-
craft manufacturer, a SAFRAN Group company. Studies are based
on a homogeneous approach coupled with a barotropic state law
to model the cavitation phenomenon �17�. The physical model has
been previously integrated by the LEGI laboratory in the compu-
tational fluid dynamics �CFD� code FINETM/TURBO �11,18,19�, de-
veloped and commercialized by Numeca International �Bruxelles,
Belgium�. Experimental works have been conducted at the Centre
d’Essais de Machines Hydrauliques �CREMHyG� laboratory
�Grenoble, France�. This paper presents obtained results concern-
ing the head drop, blade load, power, and hydraulic efficiency
evolution in the case of a three-blade inducer. Local analyses of
the cavitation influence on secondary flows and backflow are also
developed.

2 Experimental Data
The present study refers to a three-blade industrial inducer,

CREM1, illustrated in Fig. 1. It was designed with the goal to
suppress the rotating cavitation instabilities �16�. It is worth noting
that, for this geometry, the nominal flow rate is much smaller than
the zero-incidence angle flow rate.

Water tests were performed at CREMHyG. The TM2 bench is
devoted to the characterization of high-speed inducers. Time-
averaged pressure measurements were performed at the shroud
with two pressure taps, whose position is indicated in Fig. 2,
connected to Druck 910-type pressure piezoresistive transducers
with a relative accuracy of 0.2%. The volumetric flow rate is
measured by an automatic oil tool �AOT�-type turbine flowmeter,
with a relative accuracy of 0.3%. The rotational speed is measured
with an HBM T32-type tachymeter with a relative accuracy of
0.1%. From these measurements, the pressure coefficient � and
the cavitation parameter � can be evaluated with an accuracy
smaller than 0.4%.

The inducer is placed in a transparent liner housing to enable
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the observations of the cavitating flow. Photographs and video
movies are taken with stroboscopic light synchronized with the
rotating shaft. These are used to observe the topology of vapor
structures. Details of procedure and results are presented in Ref.
�16�.

A large range of flow rates was investigated around the nominal
point of operation in noncavitating and cavitating conditions.
Noncavitating experiments consist of setting a high static pressure
level, to avoid any apparition of vapor and then to vary the flow
rate. In cavitating conditions, the flow rate is kept constant, and
the static pressure is decreased slowly to enhance vapor develop-
ment in the inducer and to reach the performance breakdown.

In Fig. 3, breakdown curves are presented for three flow rates.
Parameter � is evaluated from static pressures Pinlet and Poutlet
measured at the shroud, as indicated in Fig. 2. �� is calculated as
a function of the total pressure at the inlet level. The breakdown

curves appear very gradual for this inducer geometry. Head drops
equivalent to �10% of the noncavitating performance correspond
to ���0.13 �for 1.25Qn�, and to ���0.11 �for 1.35Qn and
1.4Qn�. In the final drop zone, corresponding to about 20% of the
head drop and ���0.07, each point is stabilized with �1% of the
variation in the rate flow coefficient.

According to experimental observations �16�, the cavitating
zone is mainly located in a peripheral region and is fed by back-
flow circulation. From the spectral analysis of inlet pressures, and
of axial and radial forces on the shaft, axial instability is observed
during breakdown. No rotating cavitation signature appears on
spectral cascades of the CREM1 inducer.

3 Flow Model and Numerical Tool

3.1 Governing Equations and the Barotropic Model. The
applied two-phase flow model is based on a mixture assumption
�one-fluid model�. The compressible RANS system, written in a
rotating frame, associated with the k-� turbulent model �20�, has
been solved. The barotropic model proposed by Delannoy and
Kueny �17� is applied to model the cavitation phenomenon. In the
model, �1 and �v are, respectively, the density of the pure liquid
�corresponding to �=0� and pure vapor ��=1�. Both densities,
corresponding to pure phases, are taken as constant. In the cavi-
tation zone, the density of the vapor/liquid mixture is given as a
function of the void ratio by the relation:

� = ��v + �1 − ���l �1�

Fig. 1 Details of the inducer: „a… photograph of the inducer CREM1 and „b… a view of
the inducer meshing

Fig. 2 Position of the pressure taps at the shroud used to
measure pump performance „i.e., � and � pressure
coefficients…

Fig. 3 Experimental head drop charts for the three different
flow rates Fig. 4 The barotropic state law �„p… for cold water
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This law is mainly controlled by its maximum slope, which is
related to the minimum speed of sound cmin in the mixture. In all
computations presented in this paper, cmin�3 m /s �Fig. 4�. The
influence of the law state parameter cmin on the behavior of the
inducers has been evaluated in previous works �11,20�.

The liquid density is set to 1000 kg /m3 and the vapor density
is fixed to its physical value of 0.02 kg /m3. Because of conver-
gence difficulties in the case of the smallest cavitation numbers,
some computations have been performed with a maximum value
of �v=15 kg /m3.

3.2 Numerical Methods. Steady numerical simulations were
carried out using the 3D CFD code FINE

TM/TURBO �19�, developed
by Numeca International in collaboration with the LEGI labora-
tory. The discretization is based on a cell-centered finite-volume
approach for multidomain structured meshes. The convective nu-
merical fluxes are computed with a second order central scheme
stabilized by the artificial dissipation proposed by Jameson et al.
�21�. An explicit four-stage Runge–Kutta time stepping procedure
is used to advance the solution to the steady state. For incompress-
ible areas, a low-speed preconditioner is introduced �18,23�, en-
abling the reduction of the eigenvalue stiffness and the improve-
ment of convergence.

The Yang–Shih k-� turbulent model �22� with extended wall
functions is used. The turbulence transport equations are inte-
grated with a first order upwind scheme. The physical model and
the numerical code are detailed in Refs. �11,23�.

In the proposed cavitation model, thermal effects are neglected
in the vaporization and condensation phenomena �24�. Comple-
mentary works are in progress to improve the cavitation model in
order to take into account thermodynamic effects �25,26�.

3.3 Grids and Boundary Conditions. Only one blade-to-
blade channel is considered and periodicity conditions are applied
to its frontiers in azimuthal directions to simulate the presence of
the contiguous blades. The mesh is composed of four 3D blocks
�Fig. 5�: the upstream part of the bulb, the blade-to-blade channel,
and two blocks, respectively, upstream from the blade leading
edge and downstream from its trailing edge. The whole mesh
contains around 700,000 nodes for the first considered grid V1
�Fig. 1�b��. The tip leakage is not taken into account in the present
study.

The y+ values from the center of the adjacent cells to walls vary
from 0.8 to 100, for all computations, and the largest y+ values
are mainly placed in the leading edge near the shroud of the in-
ducer.

The calculations are performed with water flow conditions. The
mass flow is imposed at the inlet, and the static pressure is im-
posed at the outlet. The hub and the blades are rotating, the shroud
is immobile. Wall functions are imposed along solid boundaries.

In order to develop the phenomenon of cavitation in the nu-
merical simulations and to obtain different values of �� during
head breakdown, the imposed vapor pressure is increased progres-
sively. The calculated inlet pressure is used to evaluate the nu-
merical cavitation parameter ��. Parameter � is calculated by the
difference between the outlet and inlet static pressures, as indi-
cated in Fig. 5.

In order to evaluate the grid influence, two additional grids �V2
and V3� have been tested. The grid specifications are shown in
Table 1. Steady numerical simulations have been performed in
cavitating conditions at 1.4Qn flow rate with the same conditions
applied in the reference grid �V1�. Numerical head drop charts are

Table 1 Tested meshes

Reference grid V1 V2 V3

Totals numbers of grid point 697564 838672 962844
y+max
y+min

97.6 87.2 78.3
0.81 0.65 0.61

Fig. 5 Inducer views: „a… Inducer meridian view. Representation of mesh blocks and
boundary conditions. „b… Representation of inducer blade-to-blade view mesh blocks.

Fig. 6 Cavitation head drop curves obtained with three differ-
ent grids at 1.4Qn flow rate
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presented in Fig. 6. It is worth noting that each calculated steady
state solution was carefully converged.

The relative differences between noncavitating pump heads cal-

culated with the three meshes are smaller than 5%. Concerning ��

equivalent to a 10% head drop, the maximum relative error be-
tween calculated values is about 30%, which corresponds to a
�t��0.02.

Numerical results have been analyzed in order to improve
knowledge about head drop mechanisms, local flow characteris-
tics, and secondary flows in the inducer. The development of cavi-
tation structures �Sec. 4.4� calculated with these grids are quite
similar, and the analyses of secondary flows, presented in Sec. 4.5,
appear almost independent to the applied mesh.

The aim was also to propose a methodology of 3D calculations
and analyses of complex cavitating flows. In relation to prior
works presented in Ref. �11� concerning the inducer geometry,
meaningful numerical work has been performed by Pouffary et al.
�4�, Numeca International, and Rolland �26� to improve the pre-
conditioner and the stability of the numerical code for calculations
of cavitating flows. It is worth noting that these numerical modi-
fications led to major improvements in the accuracy and numeri-
cal stability in comparison to our previous computations �10�.

4 Numerical Results and Discussion
Steady numerical simulations of the inducer have been per-

formed with grid V1 in cavitating conditions at a given rotational
speed and three flow rates: 1.4Qn, 1.35Qn, and 1.25Qn. First, we
present a quantitative analysis by comparing the experimental and
numerical results of head drop charts.

The power and efficiency evolutions obtained by numerical
simulations are illustrated for the three flow rates. Some qualita-
tive results, concerning the blade load and visualizations of vapor/
liquid structures are also presented for several �� values. Finally, a
study of secondary flows during the �� decrease is proposed.

4.1 Head Drop. Numerical head drop charts are compared
with experimental ones for three flow rates in Fig. 7. The absolute
comparisons between the experimental and numerical parameters
� are not possible because outlet pressure values are not taken at
the same points �see Figs. 2 and 5�. The head drop � /�0���� is
shown in relation to the maximal values ��0� obtained for each
case �experimental and numerical� and for the different flow rates.

For 1.4Qn and the flow rate, the numerical prediction at the
10% head drop were found for values of �� close to 0.1. For
1.35Qn and 1.25Qn flow rates, it is close to �0.11, these estima-
tions correspond well to experimental observations. The most im-
portant differences between the numerical and experimental val-
ues of � /�0 �around �4%� are observed in the range of 0.2
	��	0.4.

We underline that for lower flow rates, the angle of attack of the
flow at the blade leading edge is higher than for 1.4Qn; the cavity

Fig. 7 Experimental and numerical head drop charts. „a…
1.4Qn, „b… 1.35Qn, and „c… 1.25Qn.

Fig. 8 Evolution of „a… the computational dimensionless available power as a function of the cavitation parameter �� and
„b… the hydraulic efficiency as a function of the cavitation parameter ��
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thickness increases and sometimes it is difficult to obtain a good
level of convergence.

Globally, the simulated head drops are gradual, and numerical
results show a good correlation with the experimental ones for the
three studied cases. The breakdown is clearly associated with a
decrease in the torque and the hydraulic efficiency, as illustrated
below.

4.2 Power and Efficiency Evolution. As illustrated in Fig. 8,
the computed power and efficiency of the inducer are calculated at
considered flow rates. The power is done from the calculated nu-
merical torque and the fixed rotational speed. The torque is com-
puted by the integration of the pressure and the stress tensor along
the blade surface. The Power� represents the ratio of calculated
power to reference power corresponding to the noncavitating con-
dition for 1.4Qn. The efficiency is defined as the ratio of the
provided power to the available power.

The maximal values of Power� are observed for �� around 0.38,
higher than the value in the noncavitating condition. This may be
attributed to the change in the flow incidence angle due to the
appearance of cavitation attached to the blade that induced a better
blade load, mainly near the hub �see Sec. 4.3�. For smaller ��

values, the computed power decreases, this is attributed to the
development of cavitation structures and a lower blade load.

The efficiency decreases with the cavitation parameter reduc-
tion. The efficiency variation is about 3% for 1.4Qn, 4% for
1.35Qn, and more than 5% for 1.25Qn in the range of analyzed
��. We conclude that the head drop is associated with both the
decrease in torque and the hydraulic efficiency.

4.3 Static Pressure Distributions Around a Blade Section.
Figure 9 shows the different sections considered for the study of
the static pressure distributions around the blade: midspan plane,
two planes placed between the midspan and shroud, and one plane
placed near the hub.

The blade load at midspan and three additional planes �h1, h2,
and h3� at 1.4Qn flow rate are drawn in Fig. 10 during the ��

decrease. For these studied planes and analyzed �� values, it can
be observed that the blades are loaded mainly near the leading
edge. In the cavitating regime, the development of the sheet cavity
from the leading edge of the suction side modifies progressively
the blade load and, consequently, the inducer head decreases
gradually, as illustrated in Fig. 7�a�.

The blade load is slightly modified for ��=0.38. For the small-
est �� value, the figures show clearly a short sheet cavity attached
from the leading edge of the suction side of the blades. For the
considered conditions, the appearance of the cavitation does not
influence the pressure side load. We do not observe the strong
influence of the cavitation on the trailing edge pressure distribu-
tion because the cavity attached is not developed toward the inte-
rior of the blade-to-blade channels for the considered �� values.

The pressure values for plane h2 �near the shroud� at the pres-
sure side are higher than the ones evaluated for the other planes.
Moreover, the blade load seems to be more important at the
shroud.

To improve the analyses during the �� decrease, the evolution
of the blade load at additional plane h3 near the hub �Fig. 10�d��
has been studied. For this plane, a better blade load for ��=0.38
was observed, if compared with the noncavitating condition; the
appearance of the cavitation influences the pressure side load and

Fig. 9 Planes h3, h2, and h1 and the midspan represented in
the meridian view considered for the blade load analysis

Fig. 10 Pressure distributions around the blade for decreas-
ing �� at the 1.4Qn flow rate in four locations: „a… midspan, „b…
h1, „c… h2, and „d… h3
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modifies the trailing edge pressure distribution slightly. This be-
havior, observed near the hub, seems to explain the augmentation
of the torque and the power �Fig. 8� for the ��=0.38 value in
comparison to the noncavitating case �1.4Qn�.

4.4 Visualizations of the Vapor/Liquid Structures. The
computed mixture vapor/liquid structures are presented in Fig. 11,
during the �� decrease for the 1.4Qn flow rate. The development
of the cavitation structures are pronounced at the inducer periph-
ery, and a large backflow structure in front of the blades is ob-
served in Figs. 12 and 13.

The attached cavitation sheet slightly increases from the hub to
the shroud and merges with the cavitating backflow structures.
Head drop occurs progressively with the increase in vapor struc-
tures near the shroud. It is worth noting that at ���0.1, the vapor
structures do not reach the throat and do not enter into the blade-
to-blade channel.

The cavitation behavior obtained by numerical simulations pre-
sents a very good qualitative agreement with experimental visual-
izations �Figs. 12 and 13�. We can observe that a consequence of
the CREM1 design is the development of the ringed vapor struc-
ture at the shroud, which limits the development of the cavitation
sheet on the blades.

Calculations performed with grids V2 and V3 lead to similar
vapor/liquid structures.

4.5 Local Flow Analyses. An analysis of the flow within the
inducer has been performed in three different sections in the
blade-to-blade channel �Fig. 14�. The local analysis of the influ-
ence of cavitation on the flow structure in the different sections
has been made using the convention in Fig. 15.

4.5.1 Helicity. In the present paper, the analysis of the second-
ary flows is first based on the dimensionless relative helicity.

Secondary flows can be characterized by the dimensionless
relative helicity, which is defined as

Fig. 11 Isoline of density „�=950 kg/m3
… during the �� de-

crease at 1.4Qn; 1 is no cavitation, 2 is ��=0.31, 3 is ��=0.14,
and 4 is ��=0.11

Fig. 12 Frontal view of the experimental and numerical results
with an isoline of density �=950 kg/m3 for ��=0.17 at 1.4Qn

Fig. 13 Lateral view of „a… the experimental and numerical results with an isoline of
density „�=950 kg/m3

… for ��=0.17 at 1.4Qn and „b… the numerical result with an
isoline of density „r=950 kg/m3

… for ��=0.08 at 1.25Qn

Fig. 14 Location of the analyzed flow sections in the inducer

Fig. 15 Section representation for the local analysis of the
secondary flow
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H =
W · rot�W�

�W� 
 �rot�W��
�2�

The normalized relative helicity indicates the value of the co-
sine of the angle between the velocity vector and the swirl vector.
Consequently, the swirling centers will be associated with values
+1 and −1, the sign determining the direction of the rotation of the
swirl. This quantity is drawn in Fig. 16 for the three defined sec-
tions during the breakdown, for the 1.4Qn flow rate. The black
color represents anticlockwise vorticity and yellow to white indi-
cate clockwise vorticity.

In Sec. 1, the secondary flow in the rotating frame develops
mainly along the blade suction side �white color�, especially in the
noncavitating condition. With the cavitation coefficient decrease,
the clockwise vorticity on the suction side tends to be less impor-
tant. A clockwise vorticity structure of low intensity is located on
the pressure side. This behavior is due to the development of the
boundary layer, which is less important on the pressure side than
on the suction side because of the leading edge proximity on the
pressure side. It is also observed that the flow is disturbed in the
zone near the hub; the flow displays a high clockwise vorticity.

It is important to recall that tip leakage was not considered in
the numerical simulations �which explains the absence of zones
with a strong vorticity near the shroud�.

In the noncavitating regime in Sec. 2 �Fig. 16�b��, we observe a
clockwise vorticity �white color� on the suction side. For the cavi-
tating conditions the secondary flows are similar to the structures
observed in Sec. 1.

Finally, in Sec. 3 �Fig. 16�c��, in the noncavitating regime, the
clockwise vorticity is located on the suction side and some regions
of the anticlockwise vorticity appear close to the shroud on the
pressure side. The vorticity effects are less important near the hub
for this section due to the meridian curvature of this inducer.

In the analyzed sections in cavitating conditions, we observed
some vorticity structures �white color� located near the shroud,
which seem to be associated with the ringed vapor structure at the
shroud �Figs. 11 and 12�. Boundary layers are developed in the
zones close to solid surfaces of the blades in the pressure side and
suction side for the three different sections.

Figure 17 shows the distribution of the radial velocity in the
three sections. For noncavitating conditions we observe a strong
centrifugation of the boundary layers, mainly at the suction side
�radial velocity is around 12 m/s�, which is associated to the sec-
ondary structures observed from helicity analyses.

It is worth noting that comparisons between results obtained
from grids V1, V2, and V3 indicate slight modifications on calcu-
lated secondary flows, as illustrated in Fig. 18.

4.5.2 Axial Velocity. In order to analyze the flow rate distribu-
tion in the inducer, results obtained for the 1.4Qn flow rate con-
cerning the axial velocity in the three sections previously defined
�Fig. 14� are illustrated in Fig. 19. Results correspond to different
�� values.

In Sec. 1 �Fig. 19�a��, a backflow zone near the shroud, char-
acterized by negative axial velocities can mainly be observed.
This zone is clearly observed in the meridian view by the analysis
of the streamlines �Fig. 20�. An anticlockwise vorticity �Fig.
16�a�� can also be observed in this zone �Sec. 1, noncavitating
condition�.

The figures corresponding to Sec. 2 �Fig. 19�b�� show that the
zones of the negative axial velocity are mainly near the hub. For
the smallest values of the cavitation parameter, the appearance of
zones of low velocities close to the shroud can be observed. For
Sec. 3 �Fig. 19�c��, the negative axial velocity area is placed in the
pressure side near the hub and it seems to be related to the high
meridian curvature of the hub.

In a general overview, it can be noticed that the flow rate is not
uniformly distributed in the channel and that axial velocities are
more important at the blade suction side.

Fig. 16 Secondary flows: dimensionless relative helicity rep-
resentation at three locations in the blade-to-blade channel: „a…
Sec. 1, „b… Sec. 2, and „c… Sec. 3. Blue represents the maximum
anticlockwise vorticity zone and red the maximum clockwise
vorticity zone. The results are shown for the noncavitating con-
dition „1… and typical cavitating regimes: ��=0.31, ��=0.14, and
��=0.11 „2, 3, and 4….
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By analyzing results presented in Fig. 20, we observe that the
backflow zone near the shroud tends to decrease during break-
down; the appearance of cavitation structures and the reduction of
pressure gradients between the suction and pressure sides lead to a
decrease in the thickness of the backflow area �in the meridian
plane�. The width �Fig. 19�a�� and the length �Fig. 20� of this zone
are also modified by cavitation structures.

5 Conclusion
In the present work, 3D steady RANS computations were per-

formed and compared with experiments concerning water cavitat-
ing flows in a three-blade inducer at different flow rates. In
complement to prior works �4,10,11�, the main targets of the
present study were to pursue model validation and to improve
analyses of complex 3D cavitating flows in rocket engine tur-
bopump inducers.

The qualitative development of the cavitation in the inducer
was simulated and the extension of vapor near the shroud was
favorably compared with experimental results. Experimental and
numerical performance charts concerning three different flow
rates were also compared. Thanks to recent numerical improve-
ments, predictions of the inducer breakdown were adequate and
much better than the ones presented in previous works �11�.

Analyses of the numerical results provided interesting informa-
tion about the power, blade load, and hydraulic efficiency evolu-
tion during head breakdown. Secondary flows were analyzed from
dimensionless relative helicity maps corresponding to three differ-
ent sections in the blade-to-blade channel. Moreover, local analy-
ses of axial velocity fields enabled the determination of backflow
zones and of the flow rate distribution in the inducer channels. For
the considered cavitation number range, the study pointed out a
relevant influence of the cavitation structures on the flow fields
around the leading edge, near the shroud zone.

The methodology of analysis proposed in this paper showed
that numerical simulations can provide useful information for the
design of turbomachinery, and more particularly for inducers.
Based on the experimental and numerical results obtained, the
inducer geometry was improved. A new inducer was designed and
is being tested for future works concerning mainly instable cavi-
tation analyses and prediction.

Complementary works are also in progress, mainly

• to improve the cavitation model to take into account ther-
modynamic effects, mainly in the case of cryogenic propel-
lants �25,26� and

• to implement and to apply a multigrid strategy to accelerate
the convergence of cavitating flow calculations in inducer
geometries. This work is very important for carrying out 3D
unsteady calculations and for analyzing cavitation instabili-
ties �8,20,27�.

It is worth underlining that further local and global experimen-
tal studies are also required in order to validate and calibrate the
physical models applied in an improved way.

Acknowledgment
The authors wish to express their gratitude to French space

agency CNES, to Snecma for their continuous support, and to
Numeca International for their cooperation in the development of
the numerical code. This research was also supported by a doc-
toral grant from the Los Andes University, Venezuela.

Nomenclature
cmin � minimum speed of sound in the vapor/liquid

mixture �m/s�
Lref � geometry reference length �m�

P � local static pressure �Pa�
Ptot � P+ ��V2 /2� local total pressure �Pa�

Pvap � vapor pressure �Pa�
power � T� �W�

power� � power /powernoncavitating dimensionless power
Q � flow rate �m3 /s�

Qn � nominal flow rate �m3 /s�
T � torque �N m�
V � flow velocity �m/s�

Vref � reference velocity: tangential tip velocity �m/s�
W � relative flow velocity �m/s�

�Ptot � Ptot downstream− Ptot upstream total pressure varia-
tion in inducer �Pa�

� � �Pstatic
outlet− Pstatic

inlet � /� ·Vref
2 shroud elevation

coefficient
�0 � shroud elevation coefficient for the noncavitat-

ing condition
� � fluid density �kg /m3�

�l ,�v � liquid/vapor density �kg /m3�
a � ��−�l� / ��v−�l� void ratio
 � �PtotQ /T� hydraulic efficiency
� � Ptot

inlet− Pvap /� ·Vref
2 cavitation parameter

�� � �� /const� dimensionless cavitation parameter
w � angular velocity �rad/s�
y+ � dimensionless distance to the wall

Fig. 17 Secondary flows: radial velocity evolution in the noncavitating regime in Secs. 1–3 for 1.4Qn

Fig. 18 Secondary flows: dimensionless relative helicity „Cut
I… at 1.4Qn at ��=0.24. Representation of numerical results in
Grids V1, V2, and V3.

111301-8 / Vol. 130, NOVEMBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References
�1� Bakir, F., Kouidri, S., Noguera, R., and Rey, R., 2003, “Experimental Analysis

of an Axial Inducer Influence of the Shape of the Blade Leading Edge on the
Performances in Cavitating Regime,” ASME J. Fluids Eng., 125�2�, pp. 293–
301.

�2� Mejri, I., Bakir, F., Rey, R., and Belamri, T., 2006, “Comparison of Compu-
tational Results Obtained From a Homogeneous Cavitation Model With Ex-
perimental Investigations of Three Inducers,” ASME J. Fluids Eng., 128�6�,
pp. 1308–1322.

�3� Pascarella, C., Ciucci, A., Salvatore, V., and d’Agostino, L., 2000, “A Numeri-
cal Tool for the Investigation of Cavitating Flows in Turbopump Inducers,”
Proceedings of the 36th AIAA Joint Propulsion Conference and Exhibit,
Huntsville, AL, Jul. 20–23.

�4� Pouffary, B., Fortes-Patella, R., and Reboud, J. L., 2008, 2008, “Numerical
Simulation of 3D Cavitating Flows: Analysis of Cavitation Head Drop in Tur-
bomachinery,” ASME J. Fluids Eng., 130�4�, to be published.

�5� Ait Bouziad, Y., Farhat, M., Guennoun, F., Kueny, J. L., and Avellan, F., 2003,
“Physical Modelling and Simulation of Leading Edge Cavitation, Application
to an Industrial Inducer,” Proceedings of the Fifth International Symposium on
Cavitation, Osaka, Japan, Nov. 1–4.

�6� Ait Bouziad, Y., Farhat, M., Kueny, J. L., Avellan, F., and Miyagawa, K.,
2004, “Experimental and Numerical Cavitation Flow Anlysis of an Industrial
Inducer,” Proceedings of the 22nd IARH Symposium on Hydraulic Machinery
and Systems, Stockholm, Sweden, Jun. 29–Jul. 2.

�7� Hosagandi, A., and Ahuja, V., 2006, “Numerical Study of a Flat Plate Inducer:
Comparison of Performance in Liquid Hydrogen and Water,” Proceedings of
the Symposium CAV 2006, Wageningen, The Netherlands, Sep. 11–15.

�8� Tsujimoto, Y., Kamijo, K., and Yoshida, Y., 1993, “A Theoretical Analysis of
Rotating Cavitation Inducers,” ASME J. Fluids Eng., 115, pp. 135–141.

�9� Hirschi, R., Dupont, F., and Avellan, F., 1998, “Centrifugal Pump Performance
Drop Due to Leading Edge Cavitation: Numerical Predictions Compared With
Model Tests,” ASME J. Fluids Eng., 120, pp. 705–711.

�10� Coutier-Delgosha, O., Fortes-Patella, R., Reboud, J. L., Hofmann, M., and
Stoffel, B., 2003, “Experimental and Numerical Studies in a Centrifugal Pump
With 2D-Curved Blades in Cavitating Conditions,” ASME J. Fluids Eng.,
125�6�, pp. 970–978.

�11� Coutier-Delgosha, O., Fortes-Patella, R., Reboud, J. L., Hakimi, N., and Hir-
sch, C., 2005, “Numerical Simulation of Cavitating Flow in 2D and 3D In-
ducer Geometries,” Int. J. Numer. Methods Fluids, 48�2�, pp. 135–167.

�12� Medvitz, R. B., Kunz, R. F., Boger, D. A., Lindau, J. W., Yocum, A. M., and
Pauley, L. L., 2001, “Performance Analysis of Cavitating Flow in Centrifugal
Pumps Using Multiphase CFD,” Proceedings of the ASME Fluids Engineering
Division Summer Meeting, New Orleans, LA, May 29–Jun. 1.

�13� Mejri, I., Bakir, F., Rey, R., and Belamri, T., 2005, “Comparison of Compu-
tational Results Obtained From a VOF Cavitation Model With Experimental
Investigations of Three Inducers: Part I: Experimental Investigations,” Pro-
ceedings of the ASME Fluids Engineering Division Summer Meeting and
Exhibition, Houston, TX, Jun. 19–23.

�14� Mejri, I., Bakir, F., Rey, R., and Belamri, T., 2005, “Comparison of Compu-
tational Results Obtained From a VOF Cavitation Model With Experimental
Investigations of Three Inducers: Part II: Numerical Approach,” Proceedings
of the ASME Fluids Engineering Division Summer Meeting and Exhibition,
Houston, TX, Jun. 19–23.

�15� Athavale, M. M., Li, H. Y., Jiang, Y., and Singhal, A. K., 2002, “Application of
the Full Cavitation Model to Pumps and Inducers,” Int. J. Rotating Mach.,
8�1�, pp. 45–56.

�16� Rebattet, C., Wegner, M., Morel, P., and Bonhomme, C., 2001, “Inducer De-
sign That Avoids Rotating Cavitation,” Proceedings of the AFI Conference,
Sandai, Japan, Oct. 4–5.

�17� Delannoy, Y., and Kueny, J. L., 1990, “Two Phase Flow Approach in Unsteady
Cavitation Modelling,” Cavitation and Multiphase Flow Forum, FED �Am.
Soc. Mech. Eng.�, 98, pp. 153–158.

�18� Hakimi, N., 1998, “Preconditioning Methods for Time Dependent Navier–
Stokes Equations,” Ph.D. thesis, Vrije University, Brussels.

�19� FineTM/Turbo, 2003, Numerical Mechanics Applications, Software Package,
Version 4.0-1, Numeca International.

�20� Fortes-Patella, R., Coutier-Delgosha, O., Perrin, J., and Reboud, J. L., 2007,

Fig. 19 Secondary flows: axial velocity distribution in the
blade-to-blade channel: „a… Sec. 1, „b… Sec. 2, and „c… Sec. 3.
The results are presented for the noncavitating regime „1… and
cavitating regimes ��=0.31, ��=0.14, and ��=0.11 „2, 3, and 4….

Fig. 20 Streamlines in the meridian plane: „a… noncavitating
regime, „b… cavitating regime corresponding to ��=0.31, „c…
cavitating regime corresponding to ��=0.14, and „d… cavitating
regime corresponding to ��=0.11

Journal of Fluids Engineering NOVEMBER 2008, Vol. 130 / 111301-9

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



“Numerical Model to Predict Unsteady Cavitating Flow Behaviour in Inducer
Blade Cascades,” ASME J. Fluids Eng., 129�2�, pp. 128–135.

�21� Jameson, A., Schmidt, W., and Turkel, E., 1981, “Numerical Solution of the
Euler Equations by Finite-Volume Methods Using Runge–Kutta Time Step-
ping Schemes,” AIAA Paper No. 81–1259.

�22� Yang, Z., and Shih, T. H., 1993, “A k-e Model for Turbulence and Transitional
Boundary Layer,” Near-Wall Turbulent Flows, R. M. C. So, C. G. Speziale,
and B. E. Launder, eds., Elsevier, New York, pp. 165–175.

�23� Coutier-Delgosha O., Fortes-Patella R., Reboud J. L., Hakimi N., and Hirsch
C., 2005, “Stability of Preconditioned Navier–Stokes Equations Associated
With a Cavitation Model,” Comput. Fluids, 34�3�, pp. 319–349.

�24� Pouffary B., Fortes-Patella R., Reboud J. L., and Lambert P. A., 2008, “Nu-

merical Analysis of Cavitation Instabilities in Inducer Blade Cascade,” ASME
J. Fluids Eng., 130�4�, to be published.

�25� Rolland, J., Boitel, G., Barre, S., Goncalves, E., and Fortes Patella, R., 2006,
“Inducer Experiments and Modelling of Cavitating Flows in Venturi: Part I:
Stable Cavitation,” Proceedings of the Symposium CAV2006, Wageningen,
The Netherlands, Sep. 11–15.

�26� Rolland, J., 2008, “Modélisation Des Écoulements Cavitants Dans les Induc-
teurs de Turbopompes: Prise en Compte des Effets Thermodynamiques,” Ph.D.
thesis, Institut National Polytechnique de Grenoble, France.

�27� Horiguchi, H., Watanabe, S., Tsujimoto, Y., and Aoki, M., 2000, “A Theoret-
ical Analysis of Alternate Blade Cavitation in Inducers,” ASME J. Fluids Eng.,
122�2�, pp. 156–163.

111301-10 / Vol. 130, NOVEMBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Kengo Kikuta
e-mail: kikuta.kengo@jaxa.jp

Yoshiki Yoshida
e-mail: yoshida.yoshiki@jaxa.jp

Mitsuo Watanabe

Tomoyuki Hashimoto

Japan Aerospace Exploration Agency,
Kakuda Space Center,

Koganezawa 1, Kimigaya, Kakuda,
Miyagi 981-1525, Japan

Katsuji Nagaura
Foundation for Promotion of Japanese Aerospace

Technology,
Koganezawa 1, Kimigaya, Kakuda,

Miyagi 981-1525, Japan

Katsuhide Ohira
Institute of Fluid Science,

Tohoku University,
Katahira 2-1-1, Aoba, Sendai,

Miyagi 980-8577, Japan

Thermodynamic Effect on
Cavitation Performances and
Cavitation Instabilities in an
Inducer
Based on the length of the tip cavitation as an indication of cavitation, we focused on the
effect of thermodynamics on cavitation performances and cavitation instabilities in an
inducer. Comparison of the tip cavity length in liquid nitrogen (76 K and 80 K) as
working fluid with that in cold water �296 K� allowed us to estimate the strength of the
thermodynamic effect on the cavitations. The degree of thermodynamic effect was found
to increase with an increase of the cavity length, particularly when the cavity length
extended over the throat of the blade passage. In addition, cavitation instabilities oc-
curred both in liquid nitrogen and in cold water when the cavity length increased. Sub-
synchronous rotating cavitation appeared both in liquid nitrogen and in cold water. In the
experiment using liquid nitrogen, the temperature difference between 76 K and 80 K
affected the range in which the subsynchronous rotating cavitation occurred. In contrast,
deep cavitation surge appeared only in cold water at lower cavitation numbers. From
these experimental results, it was concluded that when the cavity length extends over the
throat, the thermodynamic effect also affects the cavitation instabilities as a “thermal
damping” through the unsteady cavitation characteristics. �DOI: 10.1115/1.2969426�

Keywords: thermodynamic effect, cavitating inducer, cavitation instability, cavity length

Introduction
For the rocket engine turbopump, an inducer is installed up-

stream of the main impeller to obtain high suction performance.
This inducer, however, suffers due to serious cavitating condi-
tions, which often leads to the development of flow instabilities
that degrade the performance of the turbopump or even cause its
failure.

The propellants of Japanese rocket engines are liquid hydrogen
�20 K �T*= �T−Tt� / �Tc−Tt�=0.33�, where Tc is the temperature at
the critical point and Tt is the temperature at the triple point� and
liquid oxygen �90 K �T*=0.36��. These cryogenic fluids are em-
ployed at a temperature that is considerable near that of the criti-
cal point, although water is employed at a temperature far from
the critical point. The vapor density near the critical point is much
greater than that far from the critical point. Thus, the mass rate of
evaporation for the same volume growth rate of the bubble is also
much larger, and consequently, the heat that must be transferred
from the liquid bulk to the bubble through the interface is much
larger. This causes the temperature inside the bubble �Tc� to fall
well below that of the liquid bulk �T��. In turn, the vapor pressure
�pv�Tc�� within the bubble is also less than that �pv�T��� in the
liquid bulk. Consequently, the pressure imbalance �pv�Tc�− pref�
between the bubble and the reference point at infinity decreases
less than the pressure imbalance �pv�T��− pref�. Thus, it can be
understood that the growth of the bubble with the thermodynamic
effect is less than that without the thermodynamic effect, even
under the same cavitation number ��� at the reference point at
infinity.

A pioneer study of the thermodynamic effect in pumps was

conducted by Stahl et al. �1�, who investigated the thermodynamic
effect with regard to the reduction of pump performance �i.e., the
measurable cavitation effect of �H /H=3%� as an indication of
cavitation. Franc et al. �2� recently investigated the thermody-
namic effect in a four-bladed inducer based on direct optical ob-
servations of the development of leading edge cavitation using
refrigerant R114 as working fluid. They examined the thermody-
namic effect and the onset of cavitation instabilities �i.e., alternate
blade cavitation and supersynchronous rotating cavitation� based
on comparison of the cavity length in R114 �temperature varying
between 293 K and 313 K� with that in cold water. Cervone et al.
�3� have examined a three-bladed inducer operating with cold wa-
ter at 293 K and hot water at 343 K to investigate the thermody-
namic effect on cavitation instabilities �i.e., rotating cavitation and
cavitation surge�.

In our previous study �Yoshida et al. �4��, the relation between
the degree of the thermodynamic effect and the cavity length of
the tip cavitation was examined by using liquid nitrogen �80 K
�T*=0.27�� as working fluid. The cavity length of the tip cavita-
tion in the liquid nitrogen was estimated from measurements of
the unsteady pressure on the casing wall without direct optical
observation �Yoshida et al. �5��. It was found that �1� the degree of
thermodynamic effect was a function of the cavity length, �2� the
estimated temperature depression due to vaporization was small
when the cavity length was short, �3� the temperature depression
increased considerably when the cavity extended over the throat
of the blade passage, and �4� the estimated temperature inside the
bubble nearly reached the temperature of the triple point when the
pump performance deteriorated.

In the present study, we also adopted cavity length of the tip
cavitation as a cavitation indication since it is obvious that tip
cavitation plays an important role in cavitation performance as
well as in cavitation instabilities in inducers. Examinations of the
relation of the cavity length to cavitation performance and the
onset of cavitation instabilities �i.e., subsynchronous rotating cavi-
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tation and cavitation surge� were conducted by comparison of
results in liquid nitrogen set at different temperatures, 76 K �T*

=0.20� and 80 K �T*=0.27�, with those in cold water at 296 K
�T*=0.06�.

Experimental Facility

Experiments in Water and Liquid Nitrogen. In the present
study, we carried out two types of experiments, experiments in
water, in which the thermodynamic effect can be disregarded, and
experiments in liquid nitrogen, in which the thermodynamic effect
appears distinctly. Both experiments were conducted at the
Kakuda Space Center �KSC� of the Japan Aerospace Exploration
Agency �JAXA�.

Experiments in water were conducted in a closed-loop tunnel

cavitation tunnel �Shimagaki et al. �6��. The working fluid was
cold water at room temperature, 296 K �T*=0.06�, after degas-
sing. The inducer casing was made of transparent acrylic resin to
permit direct optical visualization of cavitation by use of a video
camera. The rotational speed was 6000 rpm and the flow rate was
Q /Qd=1.06 �Qd: design flow rate�. The Reynolds number of the
inducer, Re=UD /� �D=diameter of inducer; U=peripheral speed
of inducer tip�, was Re=9.1�106.

Experiments in liquid nitrogen were conducted at the Cryogenic
Inducer Test Facility �CITF� �Yoshida et al. �7�� shown in Fig. 1.
This facility is a blowdown cavitation tunnel, in which the work-
ing fluid is flushed from the run tank to the catch tank through the
inducer test section. The temperature of the liquid nitrogen in the
run tank can be controlled at different temperatures by regulating
the pressure to investigate the characteristic of the thermodynamic
properties. Thanks to this capability, the temperatures of liquid
nitrogen as a working fluid were set at 76 K �T*=0.20� and 80 K
�T*=0.27� in the present experiments. Figure 2 shows a schematic
of the inducer drive unit. The inducer is driven by an inverter
controlled motor with an epicyclic gear at a rotational speed of
18,300 rpm, which is equal to that of an actual turbopump. In-
ducer shaft torque is measured by a noncontact high-speed torque
sensor. The flow rate is Q /Qd=1.05, and the Reynolds number of
the inducer is Re=1.1�108. Figure 3 shows the inducer test sec-
tion for the experiment in liquid nitrogen. The inducer used in the
liquid nitrogen experiment has the same dimensions and geomet-
ric configurations as that in cold water. It has three blades with

Fig. 1 Cryogenic inducer test facility of JAXA

Fig. 2 Schematic diagram of the drive unit

Fig. 3 Section of the test inducer in liquid nitrogen, showing the location of
pressure sensors

111302-2 / Vol. 130, NOVEMBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



sweep cutback at the leading edge, and its solidity is about 1.9, as
shown in Fig. 3. The inducer casing for the experiment in liquid
nitrogen is made of stainless steel, and thus optical visualization
of the cavitating inducer is not possible.

Thermodynamic Function �„T…. Brennen �8� proposed the
thermodynamic function ��T� �=��v /�l�2 · �L2 /CpLT�l

1/2��m /s3/2��
and the dynamic fluid parameter 	 �=�U3� /C�1/2�m /s3/2�� that
show the degree of the thermodynamic effect on the growth of a
simple spherical cavity in the flow. Comparing the magnitude of
both parameters, ��T� /	 is nondimensional thermodynamic pa-
rameter of thermodynamic effect. Similar nondimensioned ther-
modynamic parameters, ��T� · �D /V3�1/2, were also derived by
Kato �9�, Franc et al. �2�, and Watanabe et al. �10�. Figure 4 shows
the variation of the thermodynamic function ��T� for hydrogen,
nitrogen, oxygen, and water as the function of nondimensional
temperature T*= �T−Tt� / �Tc−Tt� �Tc is the temperature at the
critical point and Tt is the temperature at the triple point�. More-
over, 	 �	�nitrogen�=0.6�10+03, 	�water�=0.1�10+03� in the
cases of the present nitrogen and water test at �=0.04 are also
shown in Fig. 4. In the test condition of nitrogen, nondimensional
thermodynamic parameter ��T� /	 is about 1.0�10+02. Thus, the
thermodynamic effect is expected to appear hugely. In contrast, in
the test condition of water, nondimensional thermodynamic pa-
rameter ��T� /	 is about 1.0�10−01. Thus, the thermodynamic
effect cannot be disregarded at all.

When the temperature decreases, the thermodynamic function
��T� becomes lower, i.e., the strength of the thermodynamic ef-
fect decreases. The thermodynamic function ��T� of nitrogen at
75 K �T*=0.19� is almost the same as that of oxygen at 90 K
�T*=0.36�. This is one of the reasons why we set the temperature

of nitrogen at 76 K �T*=0.20�. However, the temperature of the
triple point of nitrogen is 63.1 K �T*=0.0�. The margin between
76 K �T*=0.20� and 63.1 K is less than the margin between 80 K
�T*=0.27� and 63.1 K. Thus, it is estimated that nitrogen of 76 K
has a low margin for the critical limit with the triple point for
thermodynamic properties, although oxygen at 90 K �T*=0.36�
has a high margin due to the distance from the triple point of
54.4 K �T*=0.0�.

Observation of Cavitation

Optical Visualization in Cold Water. Figure 5 shows a typical
cavitating inducer �at �=0.03� with direct optical visualization in
cold water. Several kinds of cavitation patterns are observed. Tip
leakage vortex cavitation, cavitation in the shear layer between the
tip leakage flow and the main flow, cavitation in the backflow
upstream of the inducer, and sheet cavitation generated from the
leading edge of the blade can be distinguished. In the experiment
in cold water, the length of the tip cavity along the blade was
measured from the leading edge of the blade to the trailing edge of
the cavity with the visual images.

Indirect Visualization in Liquid Nitrogen. As direct optical
visualization could not be done in liquid nitrogen, unsteady pres-
sure sensors were installed on the casing to estimate the cavitation
region. Figures 3 and 6 show the location of the pressure taps
�Pos. 1–8�. There are eight sensors located from the leading edge
to the trailing edge along the blade. The pressure sensors detect
the unsteady pressure caused by the tip cavitation, which includes
the tip leakage vortex cavitation, cavitation in the shear layer, and
a part of the attached cavitation on the blade surface. However,
the pressure sensor could not detect the cavitation in the backflow.
Also, as the sensor is a charge mode pressure sensor and cannot
detect the dc component of unsteady pressure, the value of the
vapor pressure cannot be measured. Thus, the vapor pressure was
estimated based on the unsteady pressure wave forms as follows.

When cavitation develops on the suction side of the blade at the

Fig. 4 Variation of the thermodynamic function �„T… of hydro-
gen, nitrogen, oxygen, and water

Fig. 5 Typical optical visualization of cavitating inducer in
cold water

Fig. 6 Location of pressure taps along the blade
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tip, the pressure sensor shows a particular wave form. Figure 7
shows the waterfalls of typical wave forms measured at Pos. 2, 4,
and 6, respectively. Wave forms of 50 rotations are averaged using
the trigger signal of a rotation. When the cavitation number be-
comes smaller, a flat region �light blue� appears at the bottom of
the wave form and extends from the suction side to the pressure
side within the interblade. The pressure of this region can be con-
sidered to be the vapor pressure of the cavitation. Thus, we judged
this domain to be the region of cavitation, as shown in Fig. 8. The
estimated cavitation region �colored blue� develops along the
blade from the leading edge to the blade passage. From this figure,
it was found that the cavitating region could be estimated indi-
rectly by examination of the unsteady pressure wave form. In a
previous work �Yoshida et al. �4��, we confirmed that this indirect
observation results using the pressure sensor agrees with the direct
optical observation in the water experiment.

In addition, focusing on blade loading based on the wave forms
in Fig. 8, it was observed that the leading edge loading �at Pos. 2
and 4� is higher than the channel loading �at Pos. 6� at higher
cavitation numbers. When the cavitation number decreases, the
channel loading �at Pos. 6� becomes higher than the leading edge
loading �at Pos. 2 and 4�. From these results, it was concluded that
the distribution of the blade loading transfers from the leading
edge to the trailing edge due to the development of the cavity.

Experimental Results

Cavitation Performance. Figures 9 and 10 show comparisons
of the cavitation performances in cold water �296 K ��� in Fig. 9�
with those in liquid nitrogen �76 K ��� and 80 K ��� in Fig. 10�.
The horizontal axis is the cavitation number ���, and the vertical
axis is the normalized head coefficient �
 /
o�. The inducer heads
in liquid nitrogen are maintained until the cavitation number is
smaller than that in water. The cavitation performances are greatly
improved due to the thermodynamic effect in liquid nitrogen.

Regarding the pressure performance in liquid nitrogen, the in-
ducer head tends to increase gradually as the cavitation number
decreases; i.e., the pump gain is negative �d
 /d��0� in Fig. 10.
However, the torque characteristic is flat �d� /d�=0� in liquid ni-
trogen. Unfortunately, shaft torque was not measured in the water
experiment. The distribution of inducer blade loading moves from
the leading edge to the trailing edge as described above, as the
cavitation number decreases. Thus, it was found that the hydraulic
efficiency increases depending on the distribution of the blade
loading as the cavitation number decreases. This is the origin of
the negative pump gain �d
 /d��0� in liquid nitrogen. Contrary

Fig. 7 Waterfalls of unsteady pressure wave form at Pos. 2, 4,
and 6„uncertainty in �=0.001…

Fig. 8 Typical unsteady pressure distribution showing the es-
timated cavity region in liquid nitrogen

Fig. 9 Cavitation performance, cavity length, and pressure amplitude of cavi-
tation instabilities in cold water „296 K… „uncertainty in �=0.001, � /�0=0.01,
Ccl=0.05…
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to the result in liquid nitrogen, the pump gain in water in Fig. 9 is
smaller than that in liquid nitrogen. It is almost flat �d
 /d�=0�.
Thus, it is inferred that the thermodynamic effect affects the cav-
ity shape, i.e., length, thickness, and void fraction, which in turn
affects the slope of the pressure performance, i.e., the pump gain
�d
 /d�� through the hydraulic efficiency.

Cavity Length. Figures 9 and 10 also show comparisons of the
cavity length Ccl �Lc /h, cavity length along the blade from the
leading edge of the blade to the trailing edge of the cavity/blade
spacing� versus the cavitation number �. The closed black circles
��� in Fig. 9 indicate the cavity lengths in cold water from the
direct visualization shown in Fig. 5. One symbol shows a reading
from one picture. There is a large scatter caused by cavitation
unsteadiness �i.e., subsynchronous rotating cavitation and cavita-
tion surge described in the following section�. The standard devia-
tion S�Ccl� of those plots is 0.15. The best-fit curve �black line�
obtained by the least squares method and the best-fit
curvestandard deviation S�Ccl�=0.15 �red line� are also shown
in the figure.

The cavity lengths in liquid nitrogen �at 76 K ��� and 80 K
���� based on the estimated pressure distribution shown in Fig. 8
are presented in Fig. 10. There is almost no scatter since one
symbol shows the averaged value of 50 rotations. Best-fit curves
�76 K �black line� and 80 K �red line�� are also shown in the
figure. From comparison of the best-fit curves, the cavity length in
nitrogen was found to be shorter than that in cold water at the
given cavitation number. Therefore, it can be concluded that the
thermodynamic effect suppressed the growth of the cavity. The
difference between the cavity length in cold water and that in
liquid nitrogen was smaller when Ccl was less than 1.0. However,
the difference increased considerably when Ccl was larger than
about 1.2. Similar characteristics were observed in the experi-
ments of liquid nitrogen between at 76 K and 80 K. In other
words, the degree of the thermodynamic effect decreases at lower
temperature of liquid nitrogen.

Occurrence of Cavitation Instability. Occurrences of cavita-
tion instability were confirmed by the fast Fourier transform
�FFT� analysis of the pressure fluctuations. Figure 11 shows the
comparisons of FFT analysis in the experiment of water at 296 K
�Fig. 11, upper� with that of liquid nitrogen at 80 K �Fig. 11,
lower�. In cold water, several kinds of cavitation instabilities ap-
pear, i.e., surge mode oscillation �SMO� at higher cavitation num-
bers, subsynchronous rotating cavitation �Sub-RC� at middle cavi-
tation numbers, and deep cavitation surge �CS� at lower cavitation
numbers. The nondimensional pressure amplitudes of the compo-

nent of each cavitation instability are shown in Figs. 9 and 10, and
the nondimensional frequencies f* �=2�f /�� of the pressure fluc-
tuations are shown in Table 1.

Subsynchronous rotating cavitation appeared both in liquid ni-
trogen and in cold water. The nondimensional frequency of sub-
synchronous rotating cavitation was almost the same for water
and for liquid nitrogen. The temperature difference between 76 K
and 80 K in liquid nitrogen affected only the range in which the
subsynchronous rotating cavitation appeared. The range of sub-
synchronous rotating cavitation at 80 K shifted to a lower cavita-
tion number compared with that at 76 K in Fig. 10. The degree of
this shift was the same as that of the cavity length. From these
results, it was concluded that subsynchronous rotating cavitation
is one type of the cavitation instability mainly depending on the
cavity length. It is caused only by the critical growth of the cavity

Fig. 10 Cavitation performance, cavity length, torque, and pressure amplitude
of cavitation instabilities in liquid nitrogen „76 K and 80 K… „uncertainty in �
=0.001, � /�0=0.01, Ccl=0.03…

Fig. 11 FFT analyses of unsteady pressure fluctuation at Pos.
4 „upper: in water „296 K…; lower: in liquid nitrogen „80 K…… „un-
certainty in f*=2�f /Ω=0.005…
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length as a type of flow instability.
To the contrary, slight surge mode oscillation at higher cavita-

tion numbers and deep cavitation surge at lower cavitation num-
bers appeared only in cold water. Cavitation surge is a kind of
system instability that depends on the pump gain and unsteady
characteristics of cavitation, i.e., mass flow gain factor and cavi-
tation compliance. The thermodynamic effect on cavitation insta-
bility will be discussed in the next chapter.

Discussions

Thermodynamic Effect. In this section, to examine the degree
of the thermodynamic effect, i.e., the temperature depression �T
�=T�−Tc� between the liquid at infinity and the cavity bubble was
estimated using the classical scaling rules by the same method
employed in Franc’s work �2�.

First, the cavitation number � is calculated from the vapor pres-
sure at the liquid temperature at infinity T�:

� =
pref − pv�T��

1

2
�lU

2

�1�

Second, the cavitation number �c is calculated from the actual
cavity pressure pc equal to the vapor pressure at the actual tem-
perature of the cavity Tc:

�c =
pref − pc

1

2
�lU

2

=
pref − pv�Tc�

1

2
�lU

2

�2�

The temperature depression �T caused by the thermodynamic ef-
fect is obtained by Eqs. �1� and �2�:

1

2
�lU

2��c − �� =�
Tc

T�
dpv

dT
dT, �T = T� − Tc �3�

From Eq. �3�, the temperature depression �T can be calculated
from the difference of the cavitation numbers, �c−�, of two cor-
responding conditions. The value �c is obtained from the experi-
mental result without the thermodynamic effect �i.e., in cold wa-
ter�, while the value � is obtained from the experimental result
with the thermodynamic effect �i.e., in liquid nitrogen�. In the
present study, we assumed that the cavity length is a function of
only cavitation number �c regardless of the type of fluid and
focused on the cavity length of the tip cavitation as an indication
of cavitation.

Figure 12 shows a comparison of the temperature depression
�T in the cases of 76 K and 80 K versus the cavity length Ccl
calculated by Eq. �3�. In the calculation, the difference of the
cavitation number of �−�c was calculated based on a given cav-
ity length using the best-fit curves in Figs. 9 �in water� and 10 �in

liquid nitrogen�. It is interesting that the temperature depression
changes with the cavity length. The temperature depression is
smaller when the cavity length Ccl is less than 1.0. The increase of
the temperature depression stagnates at Ccl�1.0, in particular, in
the case of 80 K. When the cavity develops over the throat �Ccl
�1.1�, the temperature depression increases again. After that
�Ccl�1.3�, the slope of the temperature depression decreases
gradually in the case of 76 K, and the temperature depression
finally reaches a limit of 12 K. In this case, the estimated tem-
perature in the cavity Tc is 64 K �=T��76 K�−�T�12 K�, i.e.,
T*=0.01�, a value near the temperature of the triple point of ni-
trogen Tt �63.1 K, i.e., T* =0.0�. On the contrary, the temperature
depression increases gradually without limit in the case of 80 K
with the increase of the cavity. The temperature depression is
about 14 K at Ccl=1.6. In this case, the estimated temperature in
the cavity Tc is 66 K �=T��80 K�−�T�14 K�, i.e., T*=0.05�. This
value shows the margin between the temperature and the triple
point of nitrogen Tt �63.1 K�. From these results, it is concluded
that the temperature of working fluid leads to this difference of the
tendency of the temperature depression. The margin between the
temperature of the fluid and that of the triple point in the case of
76 K is relatively smaller than that in the case of 80 K. This is the
reason why the temperature depression in the case of 76 K is
limited.

This result seems to be important with regard to the limitation
of the thermodynamic effect for cryogenic fluid. Not only thermo-
dynamic properties such as � �T� and 	 but also the margin
between the temperature of the fluid and that at the triple point
need to be considered. Watanabe et al. �11� also came to the same
conclusion based on the results of their theoretical analysis using
the nonlinear effect of saturation characteristics.

Cavitation Instability. In this section, we discuss the thermo-
dynamic effect on cavitation instability based on the measure-
ments of cavity length. Figure 13 shows the range in which cavi-
tation instability occurs by comparing the results in cold water
�296 K� with those in liquid nitrogen �76 K and 80 K�. One dif-
ference was the appearance of surge-type instability, which oc-
curred only in cold water without the thermodynamic effect.

Regarding surge mode oscillation at higher cavitation numbers
in water, the nondimensional frequency f* �=2�f /�� was almost
constant at f*=0.16. On the other hand, the nondimensional fre-
quency of distinct subsynchronous rotating cavitation was about
f*=0.84 both in water and in liquid nitrogen. The relation of these
values in nondimensional frequency f* is as follows:

Table 1 Nondimensional frequency f* of cavitation instability
in liquid nitrogen and cold water

Test conditions
Cavitation
instability

Nondimensional
frequency
f*=2�f /�

Nitrogen, 76 K
Q /Qd=1.05

Sub-RCb 0.82–0.85

Nitrogen, 80 K,
Q /Qd=1.05

Sub-RC 0.82–0.84

Water, 296 K,
Q /Qd=1.06

SMOa 0.16
Sub-RC 0.79–0.84

CSc 0.12–0.14

aSMO: Surge mode oscillation
bSub-RC: Sub-synchronous rotating cavitation
cCS: Cavitation surge

Fig. 12 Estimated temperature depression �T as a function of
the cavity length Ccl „uncertainty in Ccl=0.03…
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0.16 �surge mode oscillation�

+ 0.84 �subsynchronous rotating cavitation�

= 1.0 �rotation� �4�
In addition, based on his sophisticated analysis, Brennen �12�

recently reported that there is an implied potential for instability
involving the coupling of a basic mode with a frequency around
f*=0.9 and a low frequency complementary mode of about f*

=0.1. This relation is similar to above relation of Eq. �4�. From
these results, it seems that surge mode oscillation is instability
similar to subsynchronous rotating cavitation �Yoshida et al. �13��.
The nondimensional oscillating frequency of the cavity on a blade
on the rotating coordinate was found to be f*=0.16 in both insta-
bilities by FFT analysis of the pressure fluctuation. In the case of
surge mode oscillation, there is no phase difference of cavity os-
cillation on the three blades. Thus, this oscillation is recognized as
“surge mode” oscillation. In other words, it can be regarded as
slight cavitation surge in the interblade. However, there is a phase
difference of −2� /3 on each blade in subsynchronous rotating
cavitation. Thus, this instability is recognized as “rotating” cavi-
tation on the absolute coordinate, the propagating speed of which
is slower than that of the shaft rotation. The difference between
surge mode oscillation and subsynchronous rotating cavitation is
estimated to be small except for the phase difference on each
blade. Thus, “surge mode oscillation” and “subsynchronous rotat-
ing cavitation” are similar types of “fluid dynamic instability”
with little dependence on the thermodynamic effect.

On the contrary, deep cavitation surge appeared at lower cavi-
tation numbers ��=0.022–0.030� only in cold water, the oscillat-
ing frequency of which became smaller as the cavitation number
decreased. Cavitation surge, well known as one type of cavitation
instability, is expected to depend on the unsteady cavitation char-

acteristics caused by the thermodynamic effect. Figure 14 shows
the visualization within one period under the condition of the deep
cavitation surge in cold water. Oscillation of the length of tip
leakage cavitation is closely correlated with the oscillation of the
vortex cavitation in backflow upstream of the inducer. Thus, the
oscillation of the cavity length �Lc� can be recognized as an indi-
cation of the oscillation of total cavity volume �Vc�. Figure 15
shows a comparison of the growth of the cavity length in cold
water �296 K� with that in liquid nitrogen �80 K�, both at flow
rate Q /Qd=1.00 �from Yoshida et al. �4�� and 1.06 �1.05�. In
liquid nitrogen, the property of the cavity growth at flow rate
Q /Qd=1.00 is almost the same as that at flow rate Q /Qd=1.05
except at higher cavitation numbers. In cold water, however, the
cavity length at flow rate Q /Qd=1.00 is longer than that at flow
rate Q /Qd=1.06 within a limited range of cavitation numbers �
=0.02–0.03, in which the deep cavitation surge shown in Fig. 14
occurs only in cold water. From those tendencies, we can estimate
that the quasisteady mass flow gain factor Mq �=−�Vc /�Q� is
positive, at least �=0.020–0.030, in cold water. The positive
mass flow gain factor facilitates the onset of cavitation surge
�Tsujimoto et al. �14��. This is one of the reasons why a deep
cavitation surge appears only in cold water. It is concluded that
the thermodynamic effect has a strong influence on unsteady cavi-
tation characteristics at lower cavitation numbers. In the present
experiment, it was inferred that the thermodynamic effect de-
creased the mass flow gain factor in liquid nitrogen and sup-
pressed the deep cavitation surge at lower cavitation numbers.

In addition, Watanabe et al. �15� analyzed the thermodynamic
effect on unsteady cavitation characteristics of inducers, such as
cavitation compliance and mass flow gain factor. They found that
the growth rate of cavitation compliance and mass flow gain fac-
tor against the reduction of cavitation number decreases rapidly

Fig. 13 Range of occurrence of cavitation instability in water
„296 K… and liquid nitrogen „76 K and 80 K… „uncertainty in �
=0.001…

Fig. 14 Photograph under the condition of deep cavitation surge at lower cavi-
tation numbers in cold water „296 K…

Fig. 15 Comparison of cavity lengths in liquid nitrogen „80 K,
Q /Qd=1.00, 1.05… with those in water „296 K, Q /Qd=1.00 and
1.06… „uncertainty in �=0.001, Ccl=0.03„nitrogen…, Ccl
=0.03„water……
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under the strong thermodynamic effect. In addition, the thermo-
dynamic effect on unsteady cavitation characteristics becomes sig-
nificant when the cavity extends over the throat of the blade pas-
sage. This analysis well explains the experimental tendencies of
the “thermal damping effect” on deep cavitation surge, which we
observed.

Conclusions
To obtain a fundamental understanding of the thermodynamic

effect with regard to cavitation performance and cavitation insta-
bilities, the cavity length of the tip cavitation as a cavitation indi-
cator was examined in cold water �296 K� and liquid nitrogen at
two temperatures �76 K and 80 K�. The following points were
clarified.

�1� It was found that the thermodynamic effect depends on the
cavity length. The temperature depression due to vaporiza-
tion is considerably small when the cavity length is before
the throat of the blade passage.

�2� When the cavity extends over the throat of the blade pas-
sage, the temperature depression increases considerably.
The temperature depression, however, is limited when the
temperature in the cavity nearly reaches the temperature of
the triple point in liquid nitrogen. It was inferred that the
small margin between the temperature and that of the triple
point in the cryogenic fluid, i.e., like liquid nitrogen, results
in a limitation of the degree of the thermodynamic effect.

�3� Deep cavitation surge occurred at lower cavitation numbers
only in cold water, in which case the thermodynamic effect
can be disregarded.

�4� From the examination of cavity length, the estimated qua-
sisteady mass flow gain factor, one of the unsteady cavita-
tion characteristics, was positive in a narrow range of cavi-
tation numbers at which deep cavitation surge appeared in
water. In contrast, the estimated quasisteady mass flow gain
factor in liquid nitrogen was not positive in the same range
of cavity length.

�5� It was inferred that the thermodynamic effect decreases the
mass flow gain factor at lower cavitation numbers when the
cavity extends over the throat and that its influence sup-
presses deep cavitation surge as a thermal damping effect in
liquid nitrogen.
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Nomenclature
C � chord of blade

Ccl � cavity length/blade spacing=Lc /h
Cpl � liquid heat capacity

D � characteristics diameter of inducer or charac-
teristics length

f � oscillating frequency
f* � nondimensional oscillating frequency=2�f /�
h � blade spacing
L � latent heat of vaporization

Lc � cavity length
Mq � quasisteady mass flow gain factor=−�Vc /�Q
pc � cavity pressure

pref � reference pressure
pv � vapor pressure
Q � flow rate

Qd � design flow rate
Re � Reynolds number=UD /�

S�Ccl� � standard deviation
Tc � cavity temperature or temperature of critical

point
Tt � temperature of triple point

T� � temperature at infinity
�T � temperature depression
T* � nondimensional temperature= �T−Tt� / �Tc−Tt�
U � peripheral speed of inducer tip or main flow

velocity
V � main flow velocity

Vc � cavity volume
Vl � volume flow rate of liquid
Vv � volume flow rate of vapor
�l � thermal diffusivity of liquid
� � kinematic viscosity
�l � liquid density
�v � vapor density
	 � dynamic fluid parameter

��T� � thermodynamic function
� � cavitation number
� � torque

�o � normal torque

 � inducer head coefficient


o � normal inducer head ceofficient
� � shaft rotational angular speed
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On the Preliminary Design and
Noncavitating Performance
Prediction of Tapered Axial
Inducers
A reduced order model for preliminary design and noncavitating performance prediction
of tapered axial inducers is illustrated. In the incompressible, inviscid, irrotational flow
approximation, the model expresses the 3D flow field in the blade channels by superpos-
ing a 2D cross-sectional vorticity correction to a fully guided axisymmetric flow with
radially uniform axial velocity. Suitable redefinition of the diffusion factor for bladings
with non-negligible radial flow allows for the control of the blade loading and the
estimate of the boundary layer blockage at the specified design flow coefficient, providing
a simple criterion for matching the hub profile to the axial variation of the blade pitch
angle. Carter’s rule is employed to account for flow deviation at the inducer trailing
edge. Mass continuity, angular momentum conservation, and Euler’s equation are used to
derive a simple second order boundary value problem, whose numerical solution de-
scribes the far-field axisymmetric flow at the inducer discharge. A closed form approxi-
mate solution is also provided, which proved to yield equivalently accurate results in the
prediction of the inducer performance. Finally, the noncavitating pumping characteristic
is obtained by introducing suitably adapted correlations of pressure losses and flow
deviation effects. The model has been verified to closely approximate the geometry and
noncavitating performance of two space inducers tested in Alta’s Cavitating Pump Ro-
tordynamic Test Facility, as well as the measured pumping characteristics of a number of
tapered-hub inducers documented in the literature. �DOI: 10.1115/1.2979007�

1 Introduction

Current rocket propellant feed turbopumps often employ an in-
ducer upstream of the centrifugal stage in order to avoid unaccept-
able cavitation, improve the suction performance, and reduce the
propellant tank pressure and weight. The main purpose of induc-
ers consists in sufficiently pressurizing the flow for the main pump
to operate satisfactorily. Compared with centrifugal pump impel-
lers, typical inducers have fewer blades �usually 3 or 4�, lower
flow coefficients �from 0.05 to 0.1�, larger stagger angles �70–85
deg�, and significantly higher blade solidities �between 1.5 and
2.5�. Long blades with small angles of attack provide ample time
and room for the collapse of the cavitation bubbles and for the
gradual exchange of energy with the flow. The resulting configu-
ration, even though beneficial from the standpoint of cavitation
performance, results in relatively low values of the inducer effi-
ciency due to the highly viscous, turbulent, and dissipative flow
inside the blade passages.

The development of three-dimensional �3D� theoretical models
capable of rapidly predicting the performance of axial inducers in
order to provide indications for the preliminary design of the ma-
chine is of particular interest to rocket engineers. However, not
many such models have been proposed so far, probably due to the
difficulty of adequately describing the 3D flow field inside the
inducer blades. Therefore, designers often refer to simple “rules of
thumb” or to the general indications of design manuals, such as
the one published by NASA �1�. In the past decades, numerical
simulation of the complex 3D features of inducer flows has

emerged has a promising tool for design validation and refinement
�see, for example, Refs. �2,3��, but its use in the early stages of
design still remains impractical.

A number of two-dimensional �2D� reduced order models for
the prediction of the noncavitating flow in turbopump inducers are
illustrated by Brennen �4,5�. These models are based on linear and
radial cascade analyses with semi-empirical inclusion of flow de-
viation and viscous effects. Three-dimensional corrections for in-
let flow prerotation, tip leakage, and discharge flow are also indi-
cated.

A second class of models has been aimed at the prediction of
the effects of cavitation on inducer performance �6–8�. These
models are essentially two dimensional, where cavitation is as-
similated to a vapor layer on the blade or a mixture of bubbles and
liquid. Early studies opened the way to a number of more recent
analyses capable of better understanding and predicting the major
flow instabilities affecting cavitating inducers �9–14�.

Some earlier analyses of single and two phase flows in inducers
have been carried out, among others, by Cooper �15�. More re-
cently, Lakshminarayana �16� addressed the problem of perfor-
mance prediction of noncavitating inducers by the combined use
of a simplified radial equilibrium analysis and the Euler equation.
Viscous effects are taken into account through an empirical loss
coefficient deduced from the reported performance of inducers
documented in the literature. Indications on the effects of solidity
and number of blades are also provided.

In 2007, Bramanti et al. �17� developed at Alta S.p.A. a simpli-
fied model based on the traditional throughflow theory approxi-
mations with empirical corrections for incidence, friction, and de-
viation losses of the flow through the inducer blades. The model
proved to be in good agreement with the reported performance of
several inducers tested in different facilities worldwide and repre-
sented the basis for the development of the work illustrated in this
paper.

Contributed by the Fluids Engineering Division of ASME for publication in the
JOURNAL OF FLUIDS ENGINEERING. Manuscript received February 5, 2008; final manu-
script received July 10, 2008; published online September 23, 2008. Assoc. Editor:
Chunill Hah.

Journal of Fluids Engineering NOVEMBER 2008, Vol. 130 / 111303-1Copyright © 2008 by ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The present model is based on the incompressible, inviscid,
irrotational flow approximation, where the 3D velocity field inside
the blade channels is expressed as the superposition of a fully
guided axisymmetric flow with radially uniform axial velocity and
a 2D cross-sectional vorticity correction. Boundary layer blockage
is estimated by means of a suitable redefinition of the diffusion
factor for bladings with non-negligible radial flow and Carter’s
rule is used to account for flow deviation at the inducer trailing
edge. Performance losses are evaluated by adding suitably
adapted correlations of turbulent duct losses to the inlet flow in-
cidence losses. Model validation has been carried out against the
experimental data obtained from two space inducers tested in the
Cavitating Pump Rotordynamic Test Facility at Alta S.p.A., as
well as from a number of inducers documented in the open litera-
ture.

2 Inducer Flow and Geometry

2.1 Flow Velocity. The incompressible, inviscid, irrotational
flow through a helical inducer with N radial blades, rotational
speed �, constant tip radius rT, tapered-hub radius rH, variable
axial pitch P, and blade angle � �as schematically shown in Fig. 1�
is held by the equations

� · u = 0

� � u = 0

The relatively large value of the blade solidity typical of induc-
ers designed for controlling cavitation in highly loaded tur-
bopumps suggests that near design conditions ����D�, the 3D
velocity u in the blade channels can be approximated by the su-
perposition of a fully guided axisymmetric flow û with radially
uniform axial velocity component ŵ and a 2D cross-sectional slip
velocity correction ũ �Fig. 2�:

u = û + ũ

With reference to the velocity triangles of Fig. 3, for radial
helical blades,

tan � =
2�r

P
⇒ �v̂ = �r − ŵ tan � = �r − 2�r

ŵ

P

ŵ =
ṁ

���rT
2 − rH

2 �B
=

��rT
3

�rT
2 − rH

2 �B
�

where 0�B�1 is the average cross-sectional blockage due to the
boundary layer displacement effects and, if significant, to blade
thickness. The 2D slip velocity components are most synthetically
expressed and solved for in terms of a scalar stream function
��r� ,	�� in the rotating cylindrical coordinates r�=r, 	�=	−�t,
and z�=z:

ũ =
1

r�

��

�	�
and ṽ = −

��

�r�

2.2 Inducer Tip and Hub Radius. Substitution of the as-
sumed velocity field in the expressions of the incompressibility
and irrotationality conditions in cylindrical coordinates r ,	 ,z
yields

��rû�
�r

= − r
dŵ

dz

d

dz
� ŵ

P
	 = 0

d2ŵ

dz2 = 0

1

r

�

�r
�r

��

�r
	 +

1

r2

�2�

�	�2 = 2� − 4�
ŵ

P

Integration of d2ŵ /dz2=0 with the boundary conditions ŵ�0�
= ŵle and ŵ�ca�= ŵte at the axial locations bounding the full-height
portion of the blades �indices le and te� yields

dŵ

dz
=

ŵte − ŵle

ca

 const

and the following expression for the axial velocity:

ŵ = ŵle + �ŵte − ŵle�
z

ca

Similarly, by integrating the continuity equation with the imper-
meability condition û�rT�=0 at the tip radius, the following ex-
pression for the radial velocity is obtained:

û =
1

2

dŵ

dz
� rT

2

r
− r	

Finally, by evaluating ŵ at design conditions �index D� by
means of the continuity equation and integrating d�ŵ / P� /dz=0

Fig. 1 Inducer schematic and nomenclature

Fig. 2 Schematic of the 2D cross-sectional slip velocity cor-
rection in the inducer blade channels

Fig. 3 Velocity triangles
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with P�wleD�= PTle at z=0, the following expressions for matching
the axial changes of the hub radius rH and blade pitch P are
obtained:

1

�rT
2 − rH

2 �B
=

1

�rT
2 − rHle

2 �Ble

+ � 1

�rT
2 − rHte

2 �Bte

−
1

�rT
2 − rHle

2 �Ble
� z

ca

P = PTle
ŵD

ŵleD

= PTle + P�z

where

P� = � �rT
2 − rHle

2 �Ble

�rT
2 − rHte

2 �Bte

− 1�PTle

ca

and a linear axial variation of the blockage

B = Ble + �Bte − Ble�
z

ca

can be approximately assumed inside the blade passages from the
leading edge station �le�, where B=Ble�1, to the trailing edge
�te�, where B=Bte. The assumption of no leading edge blockage
implies zero blade thickness, no leading edge separation, and zero
initial boundary layer thickness. Given the relative magnitudes of
blade and boundary layer thicknesses and the level of accuracy of
the present model, these effects can be considered of second order
and therefore have not been taken into account.

2.3 Slip Flow. Finally, on each channel cross section, Pois-
son’s equation for the stream function can be conformally mapped
in a rectangular domain and integrated by standard methods �18�
with the condition �=0 on the boundary to

� = − 
m=1

+



n=1

+


Cm,n sin�m�
ln�r/rH�
ln�rT/rH��sin

�2n − 1�N	�

2

where

Cm,n =
Am,n

m2�2/ln2�rT/rH� + �n − 1
2�2N2

Am,n = KrH
2 m/�n − 1

2�ln2�rT/rH�
1 + m2�2/4 ln2�rT/rH��1 − �− 1�m rT

2

rH
2 �

and

K = 2� − 4�
ŵ

P
= 2��1 −

2��rT
3

P�rT
2 − rH

2 ��
from which the radial and tangential slip velocity components ũ
and ṽ are readily computed.

2.4 Blade Loading and Boundary Layer Blockage. With
reference to Fig. 4, suitable redefinition of the diffusion factor for
axial bladings �19�

D =
V1� − V2�

V1�
+

�v2 − v1�
2�V1�

�
p2 − p1

1
2�V1��V1� + V2��

+
pt2 − pt1

����r1 + r2�V1�

to the case of tapered inducers with non-negligible radial flow
allows for the control of the blade loading �a crucial design aspect
under cavitating conditions� and the estimate of the boundary
layer blockage at nominal flow conditions.

By evaluating

p2 − p1 = 1
2��V1�

2 − V2�
2� − 1

2��2�r1
2 − r2

2�

pt2 − pt1 = ���r2v2 − r1v1�

with Bernoulli’s and Euler’s equations for mixed-flow bladings
and substituting in the above expression for D obtains

D �
V1� − V2�

V1�
−

�2�r1
2 − r2

2�
V1��V1� + V2��

+
r2v2 − r1v1

��r1 + r2�V1�

Here all relevant properties including the solidity �=c /s are
evaluated on the mean streamline:

r = rM =�rT
2 + rH

2

2

and, for flow with no inlet prerotation and fully guided at the
inducer outlet �v1�0 and v2��wte tan �te�, the relative velocities
are expressed by

v1� = �w1
2 + V1�

2 =�� �D�rT
3

rT
2 − rHle

2 	2

+ �2r2

v2� = �w2
2 + V2�

2 �
�D�rT

3

�rT
2 − rH2

2 �cos �te

As illustrated in Fig. 5, in turbulent boundary layers over blade

Fig. 4 Nomenclature for blade boundary layer „left… and linear
cascade „right…

Fig. 5 Ratio of the momentum thickness �� of the blade boundary layer to
the chord c as a function of the diffusion factor D, for axial cascades with
three different profiles „adapted from Brennen †4‡….
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cascades, the diffusion factor is directly correlated with the mo-
mentum thickness �� �20,4�:

��

c
= f�D�

Furthermore, by using the Prandtl equations for the turbulent
boundary layer velocity profile on a flat plate �24�, it is possible to
show that the displacement thickness is given by ��9 /7��

�1.3��. With these results, the blade boundary layer blockage at
the inducer trailing edge is computed as

Bte = 1 −
2�

ste cos �te

�Fig. 4�, where the blade spacing ste=2�rte /N is evaluated at the
mean radius.

2.5 Mean Radius, Chord, and Solidity. On a relative
streamline of the fully guided flow,

dr

û�
=

rd	�

v̂�
=

dz

ŵ�

where from earlier results,

û� = û =
1

2
P�

ŵle

PTle
� rT

2

r
− r	

v̂� = �r − v̂ = 2�r
ŵle

PTle

ŵ� = ŵ =
ŵle

PTle
�PTle + P�z�

Hence, integrating with initial conditions rMle ,	Mle� ,zMle, the
equations of the mean streamline are

rM =�rT
2 − �rT

2 − rle
2 �

PTle + P�zMle

PTle + P�zM

	M� = 	Mle� +
2�

P�
ln

PTle + P�zM

PTle + P�zMle

The mean values of the blade chord and solidity are then evalu-
ated as

c =�
zMle

ca

dzM�� �rM

�zM
	2

+ �rM

�	M�

�zM
	2

+ 1

� =�
zMle

ca dc

sM
=�

0

ca dzM

2�rM/N
�� �rM

�zM
	2

+ �rM

�	M�

�zM
	2

+ 1

2.6 Flow Pressure in the Blade Channels. The pressure of
the �absolutely� irrotational flow in the blade channels can readily
be obtained by straightforward integration of steady Bernoulli’s
equation in the reference frame r ,	� ,z rotating with the inducer:

�� p

�
+

1

2
u� · u� −

1

2
�2r · r	 = u� � �� � u� = 0

where the same integration constant

C = p1 + 1
2�w1

2

applies over the entire flow field, and the velocity u� is expressed
by

u� = u − Ω � r = u − �re	

Therefore, with earlier notations,

u� · u� = �û + ũ�2 + �v̂ + ṽ − �r�2 + ŵ2

and, solving for the flow pressure at the generic location in the
blade channels,

p = p1 +
1

2
��w1

2 − �û + ũ�2 − �v̂ + ṽ�2 + 2�v̂ + ṽ��r − ŵ2�

3 Inducer Performance Modeling

3.1 Discharge Flow. No inlet flow prerotation is assumed,
thus implicitly referring for the application of Euler equation to a
control volume extending in the upstream direction down to the
region of unswirled flow in the inducer suction line. This approach
only neglects the torque of shear forces on the inner surfaces of
the inlet line and therefore in the present inviscid flow approxi-
mation correctly estimates the power exerted by the inducer on the
flow.

In the assumption of uniform inlet flow to the inducer with no
prerotation �v1=0�, radial differentiation of the incompressible
isentropic Euler equation

p2

�
+

1

2
�v2

2 + w2
2� −

p1

�
−

1

2
�v1

2 + w1
2� = ��r2v2 − r1v1�

for the axisymmetric flow at sections �1� and �2� of Fig. 1 and
elimination of the pressure by means of the radial equilibrium
condition

v2

r
=

1

�

�p

�r

yield the following ordinary differential equation �ODE� for the
axial and tangential velocity profiles w2�r2� and v2�r2� at the in-
ducer discharge section

1

2

dw2
2

dr2
+ �v2

r2
− �	d�r2v2�

dr2
= 0

In order to solve the above equation for the axial velocity pro-
file, it is necessary to establish a correlation between w2 and the
azimuthal velocity v2. To this purpose, the fully guided flow with
uniform axial velocity and slip vorticity correction at the inducer
trailing edge �station te�

ute = ũte

vte = �rte − wte
rte

rT
tan �Tle + ṽte

wte =
��rT

3

rT
2 − rHte

2

is assumed to mix into an axisymmetric swirled axial flow with
velocities v2 and w2 at the discharge section �station 2�, while
satisfying mass continuity and, in the absence of wall friction,
conserving the axial component of angular momentum:

2�w2r2dr2 = 2�wtertedrte

2�w2v2r2
2dr2 = wterte

2 drte�
0

2�

vted	�

Integration of the second equation with earlier expressions of vte
and ṽte yields

v2 =
rte

r2
��rte − wte

rte

rT
tan �Tte + ṽs�rte��

where

111303-4 / Vol. 130, NOVEMBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ṽs�rte� =
1

rte

m=1

+



n=1

+

mCm,n

�n − 1
2�ln�rT/rH�

cos�m�
ln�rte/rHte�
ln�rT/rH� �

Finally, substitution in the ODE for the axial velocity profile,
where from the mass balance,

d

dr2
=

drte

dr2

d

drte
=

w2r2

wterte

d

drte
and

drte
2

dr2
2 =

w2

wte

results in the following boundary value problem �BVP� for w2 and
rte as functions of r2

2:

dw2

dr2
2 =

1

2wte
�� − �� −

wte

rT
tan �Tte +

ṽs�rte�
rte

	 rte
2

r2
2 �

��2� − 2
wte

rT
tan �Tte +

1

rte

d

drte
�rteṽs�rte���

drte
2

dr2
2 =

w2

wte

The above problem can then be solved by numerical shooting
from rH2

2 to rT
2 with initial conditions:

w2�rH2
2 � = wH2 and rte

2 �rH2
2 � = rHte

2

iterating on the assumed value of wH2 until the final boundary
condition rte

2 �rT
2�=rT

2 is satisfied.
A closed form approximation of the axial velocity profile w2�r2�

can also be obtained by assuming rte�r2 in the expression of v2
and neglecting ṽs in

v2

r2
− � = −

w2

rT
tan �T2 +

ṽs

r2
� −

w2

rT
tan �T2

Then the ODE for the axial velocity profile becomes

dw2

dr2
−

1

rT
tan �T2

d�r2v2�
dr2

= 0

whose closed form solution �MOD� is

w2�r2� =
��r2 + ṽs�r2���r2/rT�tan �T2 + c

1 + �r2
2/rT

2�tan2 �T2

with the integration constant c determined by the mass balance
between the inlet and discharge cross sections:

�
rH2

rT

w22�r2dr2 =�
rH1

rT

w12�r1dr1

3.2 Flow Losses. The assumptions of inviscid flow fully
guided at the inducer trailing edge are not accurately satisfied in
practice. In order to better approximate the actual pumping char-
acteristic of noncavitating inducers, the main sources of perfor-
mance degradation �flow incidence, friction, and deviation� have
to be accounted for.

Friction losses in the blade channels are evaluated by means of
standard correlations for turbulent duct flows:

�pfriction = f
Lch

Dch

1

2
�V1�

2

where the friction factor f depends on the Reynolds number based
on the hydraulic diameter Dch of the blade channels, Lch is the
effective channel length evaluated along the mean streamline, and
V1� is the relative flow velocity at the mean inlet radius.

Incidence losses due to the sudden change of the flow direction
at the leading edge of the inducer blades are expressed in terms of
a nondimensional equivalent length Leq /Dch, function of the inci-
dence angle evaluated on the mean streamline. Hence, the overall
pressure losses can be written as follows:

�ploss = f� Lch

Dch
+

Leq

Dch
	1

2
�V1�

2

3.3 Flow Deviation. The mean value of the exit flow devia-
tion is evaluated at the mean radius using Carter’s correlation

 ° �
mC

��
��le − �te�

and applied to correct the discharge flow direction at all radii in
the inducer annulus. In order to better match the experimental
data, the standard correlation for the coefficient mC has been
slightly modified according to the equation

mC � 1.22�0.23�2a

c
	2

+ 0.1� �te

50 deg
	�

where a�c /2 is the relative position of the maximum camber
point from the blade leading edge. Hence, the azimuthal flow
velocity at the inducer discharge section �2� with flow deviation
corrections becomes

v2° = �r − w2 tan��2� + °�
where

�2� = tan−1��r − v2

w2
	

3.4 Pumping Performance. With the above results, the
pumping performance is readily evaluated from the Euler equation

pt2 − pt1

�
=

p2 − p1

�
+

v2°
2 + w2

2 − w1
2

2
= �r2v2° −

�ploss

�

Hence, by mass averaging the pressure changes, the total and
static head coefficients are expressed by

�t =
1

�2rT
2ṁ
�

rH2

rT

�pt2 − pt1�w22�r2dr2

� =
1

�2rT
2ṁ
�

rH2

rT

�p2 − p1�w22�r2dr2

4 Model Discussion and Validation
With reference to the definition of the inducer geometry, in the

stated assumptions and approximations, the standard requirement
for radially uniform axial velocity in the blade channels at design
conditions determines the correlation between the axial schedules
of the hub radius and the blade pitch angle of helical inducers. If,
in particular, the hub-to-tip radius ratio is known at the leading
and trailing edge sections and the design flow coefficient and lead-
ing edge blade angle are assigned, then all of the main geometric
features of tapered-hub helical inducers can be derived, including
the trailing edge pitch angle. Comparison with the geometry of the
MK1 and FAST2 space inducers, produced by Avio S.p.A. and
tested in Alta’s Cavitating Pump Rotordynamic Test Facility, con-
firms that all of the main design characteristics and the relation
between the hub geometry and the blade pitch are almost perfectly
predicted by the proposed model.

As an example, Fig. 6 shows a three-dimensional drawing of a
four-bladed inducer designed by using the model. The inducer tip
radius is 90.9 mm, the hub radius is 57 mm at the inlet and 73 mm
at the outlet, the tip blade angle is 8.9 deg at the inlet and 20.54
deg at the outlet, the tip solidity is 1.97, and the design flow
coefficient is 0.060.

With reference to the inducer performance evaluation, it is first
worth noting that the numerical solution of the BVP for the dis-
charge velocity profiles and the corresponding closed form ap-
proximation lead to essentially equivalent results, as illustrated by
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the comparison of the noncavitating pumping characteristics
shown Fig. 7. Only for significantly low values of the flow coef-
ficient ���0.02�, when the slip velocity becomes comparable to
the axial velocity, a small difference between the two curves can
be observed.

The model has been validated against the experimental perfor-
mance of six different tapered-hub inducers, whose main charac-
teristics are summarized in Table 1. Information on inducers A, B,
C, and D comes from the open Japanese literature. The experi-
mental data concerning inducers A and B have been taken from
Hashimoto et al. �21� and refer to two different LOX pumps. The
tests of inducer C are documented in Ref. �22�. Finally, inducer D
is used in the LE-7A HTP and its experimental performance is
reported in Ref. �23�.

Figures 8–11 compare the experimental noncavitating charac-
teristics of the MK1, FAST2, A, and B inducers with the respec-
tive predictions of the simplified closed form solution. The head
coefficients based on the static and total pressures, with and with-

out losses, are reported, together with the “ideal” pumping perfor-
mance for perfectly guided flow in the absence of pressure losses
and deviation effects. For all of these inducers, the static head rise
predicted by the model closely agrees with the experimental re-
sults.

For better assessment of these results, it is worth noting that the
pressure tap used for the measurement of the static head rise de-
veloped by the MK1, FAST2, A, and B inducers was located more
than two diameters downstream of the blade trailing edge. At this
location, the flow closely approximates the fully settled axisym-
metric conditions necessary for correct comparison of the experi-
mental data with the model predictions.

Conversely, Figs. 12 and 13 show that the noncavitating perfor-
mance of inducers C and D is evaluated with lower accuracy.
Most likely, this situation is related to the different position of the
downstream pressure tap, which in this case was located very
close to the blade trailing edge. This is clearly inconsistent with
the intrinsic nature of the proposed model, whose predictions are
specifically derived from consideration of the axisymmetric far-
field flow downstream of the inducer. The consequent deviation of
the tangential velocity profile from the radial equilibrium intro-
duces a systematic error in the evaluation of the centrifugal effects
and, therefore, of the static pressure downstream of the inducer.
This is confirmed by the almost linear nature of the measured
pumping characteristics of inducers C and D, which is consistent
with the expected behavior for nearly uniform distribution of the
axial flow velocity at the inducer trailing edge before the estab-
lishment of radial equilibrium conditions �24�.

The proposed model can also be applied for predicting the per-
formance of helical inducers of more general hub and blade
shapes. However, it is obviously expected to deliver best results
when used for geometries more closely consistent with the as-
sumptions used for its derivation, as confirmed by the results for
the MK1 and FAST2 inducers.

5 Conclusions
Based on the available evidence, the present theoretical model

proved to represent a useful tool for preliminary design and per-
formance analyses of turbopump inducers. More specifically, the

Fig. 6 3D rendering of a four-bladed, tapered-hub, variable-
pitch inducer designed according to the proposed model

Fig. 7 Comparison between the numerical solution „ODE… and
the corresponding closed form approximation „MOD… for the
noncavitating performance prediction of tapered inducers

Table 1 Geometrical characteristics of the inducers used for validation of the proposed model

MK1 FAST2 Inducer A Inducer B Inducer C Inducer D

Number of blades 4 2 3 4 3 3
Tip diameter �mm� 168.0 82.2 127.4 127.4 149.8 174.0
Inlet tip blade angle �deg� 82.36 82.62 82.75 82.75 82.5 83.6
Outlet blade angle �deg� 73.4 medium 68.76 medium 80.75 tip 80.75 tip 81.0 tip 78.9 tip
Hub/tip at inlet 0.428 0.365 0.300 0.300 0.250 0.287
Hub/tip at outlet 0.690 0.685 0.500 0.500 0.500 0.460
Solidity at tip 2.1 1.59 2.7 3.0 1.91 2.1

Fig. 8 Comparison between the experimental noncavitating
performance of the MK1 inducer „dark stars… and the predic-
tions of the analytical model
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model is able to provide accurate quantitative indications for ge-
ometry definition, 3D flow field description, characterization and
control of the blade loading, and prediction of the noncavitating
pumping characteristics of helical inducers with tapered hub and
variable blade pitch angle.

In this context, the model can be effectively used in two ways:

�a� for the preliminary definition of the geometry of tapered
inducers, with particular reference to the hub and blade
shape in order to minimize secondary flow losses and
attain adequate cavitation performance;

�b� for the preliminary evaluation of the noncavitating per-
formance of an inducer of given shape, or for defining the
main geometric characteristics of an inducer, starting
from the desired noncavitating pumping characteristic

More generally, the model provides inducer designers with a
comprehensive interpretative framework where the main—often

conflicting—aspects of inducer design and their mutual implica-
tions can be assessed, quantified, and balanced in view of the
attainment of the desired requirements and performance.

The limitations of the model are mostly related to the simplify-
ing assumptions and approximations introduced in order to attain
a practical solution. In particular, improvements in the description
of the flow, control of the blade load, and accuracy of the inducer
performance prediction are expected to be gained by a more re-
fined treatment of viscous effects, capable to account for the axi-
symmetric nature of the blade boundary layers and the radial
changes of their thickness across the inducer annulus.
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Nomenclature
a � distance of the leading edge from the maxi-

mum camber point
B � flow blockage
c � blade chord

ca � full-blade axial length
D � diameter, diffusion factor

Dch � hydraulic diameter of blade channels
e	 � azimuthal direction vector in coordinate frame

f � friction coefficient
h � specific enthalpy

Fig. 12 Comparison between the experimental noncavitating
performance of the inducer C „dark stars… and the predictions
of the analytical model

Fig. 13 Comparison between the experimental noncavitating
performance of the inducer D „dark stars… and the predictions
of the analytical model

Fig. 9 Comparison between the experimental noncavitating
performance of the FAST2 inducer „white stars… and the predic-
tion of the analytical model

Fig. 10 Comparison between the experimental noncavitating
performance of the inducer A „dark stars… and the predictions
of the analytical model

Fig. 11 Comparison between the experimental noncavitating
performance of the inducer B „dark stars… and the predictions
of the analytical model

Journal of Fluids Engineering NOVEMBER 2008, Vol. 130 / 111303-7

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Lch � effective length of blade channels
Leq � equivalent duct length
mC � Carter’s rule coefficient
ṁ � mass flow rate
N � number of blades

p, pt � static and total pressures
P � �local� blade pitch
r � position vector
r � radial coordinate

rH � inducer hub radius
rM � inducer mean radius
rT � inducer tip radius
s � azimuthal blade spacing
T � flow temperature
u � flow velocity
u � radial flow velocity
U � freestream boundary layer velocity
v � azimuthal flow velocity
V � absolute value of the flow velocity
w � axial flow velocity
z � axial coordinate

�2� � relative discharge flow angle without deviation
� � blade angle from axial direction
 � boundary layer thickness

� � boundary layer displacement thickness
° � discharge flow deviation angle
	 � azimuthal coordinate
�� � boundary layer momentum thickness
� � flow density
� � blade solidity
� � flow coefficient
� � slip velocity stream function

�, �t � static and total head coefficients
� � inducer rotational speed
Ω � inducer rotational speed �vector�

Superscripts
q� � value of q in the rotating frame
q̄ � mean value of q
û � fully guided flow velocity
ũ � slip flow velocity

Subscripts
D � design conditions
T � tip radius
H � hub radius

Le � blade leading edge
Te � blade trailing edge
° � flow deviation angle
1 � upstream station �1�
2 � downstream station �2�
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Turbulence Structure Modification
and Drag Reduction by
Microbubble Injections in a
Boundary Layer Channel Flow
Turbulent boundary layer modification in a channel flow using injection of microbubbles
as a means to achieve drag reduction was studied. The physical mechanism of this
phenomenon is not yet fully understood. To obtain some information related to this
phenomenon, single-phase (pure water) flow and two-phase (water and microbubbles)
channel flow measurements are taken. The void fraction conditions were varied while
maintaining a Reynolds number of 5128 based on the half channel height. The study
indicates that the presence of microbubbles within the boundary layer modifies the tur-
bulence structure such that variations in time and space turbulent scales are observed, as
well as ejection and sweep phenomena. �DOI: 10.1115/1.2969444�

Keywords: drag reduction, microbubbles, PIV, channel flow

1 Introduction
Injection of microbubbles into the boundary layer as a method

of drag reduction has been an active area of study in recent years
due to its energy saving potential and environmental friendly char-
acteristics. The work of McCormick and Bhattacharyya �1� first
reported the use of electrolysis to produce hydrogen microbubbles
on the hull of a submersible axisymmetric body. Drag reduction
values as high as 30% were observed, such that a decrease in the
Reynolds stresses was obtained.

Madavan et al. �2� carried out a numerical investigation of the
phenomenon in an effort to clarify the effect of changes of physi-
cal properties �density and viscosity� of the fluid in the boundary
layer due to the presence of the microbubbles. This work con-
cluded that the microbubbles present in the boundary layer affect
the turbulent structure by altering the local effective viscosity and
density of the fluid. They can also affect the turbulence directly. A
strong dependence on the magnitude of the drag reduction, the
volumetric concentration of the bubbles, and their location was
found. It was also stated that the bubbles are most effective when
they are in the buffer layer.

Results presented by Merkle and Dutsch �3� showed that up to
80% drag reduction can be obtained by injecting microbubbles in
the boundary layer. It was observed that microbubble injection
became ineffective for very low-speed conditions due to buoy-
ancy. The strong relationship between the drag reduction, mi-
crobubbles concentration, and location was again experimentally
confirmed. A new parameter, namely, the diameter of the bubbles,
was introduced to the discussion. The role of the size of the
bubbles with regard to their trajectories, their location, and con-
centration in the boundary layer was stated as the source of im-

portance for this parameter. In a study of turbulence control,
Kodama �4� pointed out that the effect of bubbles in turbulent
flows depends on bubble size. In short, small bubbles dampen
turbulence and large bubbles enhance turbulence. His conclusion
reinforces the idea of the use of microbubbles to reduce drag.

The marker-density-function �MDF� method was developed by
Kanai and Miyata �5� to conduct direct numerical simulation
�DNS� for bubbly flows. The method was applied to a turbulent
bubbly channel flow to elucidate the interaction between bubbles
and wall turbulence. Their results indicate that the interaction be-
tween the bubbles and the wall turbulence near the wall contrib-
utes to the reduction of turbulent energy. Here, the necessity of
bubble concentration near the wall, specifically inside the buffer
layer, for drag reduction was elucidated. The drag reduction effect
was attributed to the prevention of spanwise vorticity sheetlike
structure formation near the wall due to the presence of bubbles.
The streamwise vorticity, which is considered to be created from
the spanwise vorticity detaching from the wall, was weakened,
depressing the bursting phenomenon. Accordingly, the low-speed
streaks below the detachment position of the spanwise vorticity
disappeared, reducing the turbulent energy and attaining the drag
reduction.

In 2002, Xu et al. �6� presented the results of a numerical simu-
lation of turbulent drag reduction using microbubbles. It was
found that the strongest reduction in drag was achieved using
small bubbles �a+=13.5, where a+ is the radius in wall units�.
These results also suggest the existence of at least three mecha-
nisms involved in the drag reduction process: one linked to the
initial seeding of the bubbles and another associated with density
effects, where the bubbles reduce the momentum transfer and the
third governed by specific correlations between the bubbles and
the turbulence.

Lu et al. �7� used DNS to find that bubbles of a size comparable
to the buffer layer in a low Reynolds number turbulent flow can
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generate significant drag reduction. It was also found that the
deformability of the bubbles plays a major role in the way that
bubbles affect the turbulence.

Shen et al. �8� suggested that the drag reduction by microbubble
injection is more dependent on the effective gas phase volumetric
rate than the microbubble size.

Kawashima et al. �9� demonstrated that drag reduction is in-
creased and sustained for a longer time when microbubbles are
kept in place by attaching end plates to a 50�1 m flat plate. The
presence of the end plates prevents air bubbles from getting lost
from the sides of the flat plate, which allows concentration to
increase and subsequently reduce drag. It was also found that
there is not a relationship between reduction of drag and the
method of bubble production.

In this paper, particle image velocimetry �PIV� is used to obtain
statistical properties of turbulence within a streamwise near-wall
region perpendicular to the wall surface. Measurements of single-
phase flow �pure water� and two-phase flow �water and mi-
crobubbles� are carried out. The differences between the two cases
and the influence of the local void fraction values in the turbu-
lence structure are discussed.

2 Experimental Facility
The experiments were conducted in a rectangular acrylic chan-

nel with dimensions of 4.8 m length, 20.6 cm width, and 5.6 cm
height. Water flowed through the channel by gravity from a tank,
which was located 2.02 m above the channel level. Then, water
flowed to a lower tank, where it was pumped to the upper tank
forming a closed loop. The upper tank’s water level was main-
tained constant through the experiment so as to maintain constant
flow rate through the channel.

The velocity field in the x-y plane was obtained by PIV at
3.15 m downstream from the channel inlet. A Nd:YAG �yttrium
aluminum garnet� laser with a wavelength of 532 nm �green light�
and power of 350 mJ per pulse was utilized. The polystyrene par-
ticles used for seeding had a diameter of 6–9 �m with a specific
gravity almost identical to water’s specific gravity.

The laser light scattered from the seeding particles was re-
corded using a charge coupled device �CCD� Kodak Megaplus
camera, Model ES 1.0, with a resolution of 1008�1018 pixels.
The viewing area was 1.28 cm2 and was located close to the chan-
nel wall. The system recorded 30 velocity fields per second. Each
velocity field was obtained from a pair of consecutive images
capturing the second image of the pair 1 ms after the first one.
Images were recorded for a time span of approximately 3.3 s.

The pressure gradient in the test section was measured with
pressure taps located on the top wall of the channel. A Validyne
pressure transducer �Model DP103� was used.

The hydrogen microbubbles used to achieve drag reduction
were produced by electrolysis at 10 cm upstream of the test zone.
Platinum wire with a diameter of 76 �m was used as electrodes.
To produce hydrogen microbubbles of 30 �m, a current of 25 mA
was conducted through the electrodes. The small size of the mi-
crobubbles was intentionally chosen to reduce buoyancy effects,
in hopes of keeping them in the buffer layer within the boundary
layer. The negative electrode �cathode� produced hydrogen mi-
crobubbles, whereas the positive one �anode� produced oxygen
microbubbles. A schematic of the channel apparatus is shown in
Fig. 1.

3 Results and Discussion
All the experiments were carried out at constant volumetric

flow. The Reynolds number that was calculated using half height
of the channel, the bulk velocity, and the viscosity of water was
Re�5128. Characterization of turbulence parameters such as
Reynolds Stresses, turbulent intensities, and average vorticity for
this facility were presented in a previous work �10�. In this work,
the results were compared to other available studies in the litera-

ture. Figure 2 presents the nondimensional streamwise velocity
U+ �U+=U /u��, versus the nondimensional y-location, y+ �y+

=yu� /��, for single-phase flow, and a comparison with data ob-
tained by Warholic �11� in a fully developed channel flow for
water at ReH=5100.

For y+�5, the streamwise nondimensional velocity agrees with
the law of the wall. The solid line passing through the data rep-
resents the log law. A good agreement between the theoretical
model and the measured data is observed for y+�30.

For two-phase flow �water and microbubbles�, different void
fraction values were used. The void fraction was calculated using

� =
Vg

Vg + Vl
�1�

where Vg is the volume of the gas bubble in the viewing volume
with a thickness of about 1 mm and Vl is the volume of the liquid
water in the viewing volume. Conditions of various void fraction
test cases for Re of 5128 are summarized in Table 1. The void
fraction was calculated based on the gas bubble concentration in
the viewing area only. Consequently, the values are drastically
larger than the global void fraction. The results of Table 1 �where
the conditions of the cases presented in this paper are summa-
rized� confirm that drag reduction has a strong dependence on the
local void fraction values. In the table, the diameter d of the
bubble is presented in the wall units; i.e., d+=du�� /�, and the

Fig. 1 Channel setup

Fig. 2 Nondimensional streamwise velocity, U+, versus the
nondimensional distance from the wall, y+, for single-phase
flow
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changes shown for d+ are caused by changes of u� values not
because of changes of microbubbles diameter.

The resolution of the PIV measurements in single-phase flow is
approximately 2.7 wall units in both x and y directions. The high-
est concentration of microbubbles can be found within the buffer
layer, where they seem to be more effective. The concentration of
microbubbles expressed in percentage across the normal direction
from the wall for different drag reduction percentages is shown in
Fig. 3.

Measurements of the average velocity in the normal direction
are presented in Fig. 4. An increase in the values of the mean
vertical velocity V can be observed when microbubbles are
present. This agrees with the results presented by Ferrante and
Elghobashi �12� for the vertical component of the velocity using
DNS.

3.1 Quadrant Analysis. The quadrant analysis of the Rey-
nolds shear stress is used to obtain detailed information on the
contribution of events occurring in the flows in turbulence produc-
tion �Lu and Willmarth �13�, Wallace et al. �14��. This method
classifies the Reynolds stress production using four categories or-
ganized according to the signs of the fluctuating velocity compo-
nents �u� and v��. The Q1 events �u��0 and v��0� represent the
outward motion of high-speed fluid; the Q2 events �u��0 and
v��0� represent the outward motion of high-speed fluid, also
known as “ejections” or “bursts.” The Q3 events �u��0 and v�
�0� represent the inward motion of low-speed fluid; the Q4 �u�
�0 and v��0� events represent inrushes of high-speed fluid, also
known as “sweeps.” Both Q2 events �ejections� and Q4 events
�sweeps� occur intermittently through the boundary layer and are
the main contributors to the production of Reynolds shear
stress-u�v�. Sweeps are the main contributors to the Reynolds
stress production near the wall while ejections dominate in the
region beyond y+�12 �15�. The sweeps are considered to contrib-
ute significantly to the generation of turbulent wall skin friction
�16�. Figure 5 shows a representation of these events in a channel
flow.

Traditionally, measurements of the velocity fluctuations have
been performed using methods that are capable of capturing a
single-point of the velocity variations in time at a fixed point
location. Alternatively, the PIV method has the advantage of mea-

Table 1 Summary of two-phase flow cases studied

Void fraction ��� 2.4% 3.4% 4.4% 4.9%
u� �m/s� 0.0108 0.0106 0.0097 0.0091
d+ 0.32 0.31 0.29 0.27
Drag reduction
�DR�

12% 16.6% 29.8% 38.4%

Fig. 3 Microbubble distribution along the normal direction

Fig. 4 Normal mean velocity profile
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suring full-field velocity components within a viewing area with
time. Figure 6 shows an instantaneous velocity field where con-
tributions from the four different quadrants can be observed for
single-phase flow.

For two-phase flow, an instantaneous fluctuating velocity field
is shown in Fig. 7, for a void fraction of 4.9%. The positions of
the microbubbles are represented in white; however, they are not
to scale. Here, a decrease in the Q4 events or sweeps is noted
when microbubbles are present.

3.1.1 Conventional One-Point Measurement Analysis. Tradi-
tionally, in one-point velocity measurements, the evaluation of the
quadrant fractional contribution to the Reynolds shear stress is
obtained using the following function:

I�t� = �1 if the point �u�,v�� is in the Qth

0 otherwise
� �2�

where I�t� is a function depending on time that registers the exis-
tence of the events in the Qth quadrant and Q indicates the quad-
rant where the event takes place �1, 2, 3, or 4�.

The quadrant analysis technique has been traditionally used for
velocity measurements using hot wire/hot film anemometry and
laser Doppler velocimetry �LDV�. These techniques measure the
flow and velocity at a stationary point in space.

The contributions from each quadrant for single- and two-phase
flow over the time span of time �3.3 s� were measured for each
velocity field in the entire domain using PIV. Contributions from
Quadrants 1 and 3 are considered negative for the production of
actual Reynolds shear stresses.

To quantify the percentage of the contributions from each quad-
rant over the whole period of time in the entire PIV viewing area,
Eq. �3� was used.

SQ =
1

T	0

T

I�t�Qdt, Q = 1, 2, 3, and 4 �3�

where I�t�Q is the contribution for quadrant Q from all velocity
points of the viewing area at instant t.

The percentage of contribution from each quadrant can be ob-
tained from

SQ % =
SQ

S1 + S2 + S3 + S4
� 100 �4�

A comparison of the total contribution of each quadrant to the
production of Reynolds shear stresses for single-phase and two-
phase flow is presented in Table 2.

3.1.2 Full-field velocity measurement analysis. The PIV mea-
surements provide a full-field velocity in 2D or 3D dimensions
�field measurements�. A modification of the traditional methods
implemented for quadrant analysis was attempted. Such method is
based on “dominant event” detection for PIV. In this method, the
fluctuating components of the velocity are discriminated using the
traditional quadrant analysis. However, the dominant event, i.e.,
the event that has the strongest impact within a determined area, is
recorded for the final statistics, while the weak ones are ignored.
This approach is applied to present the dominant event observed
within the PIV viewing area. In other words, although there might
be contributions from the four quadrants in a velocity field, only
the largest one is taken into account in the final statistics. This can
be expressed as

SQ =
1

T	0

T


�DE�
	A=	x	y=1.28 cm2

Q
dt

=
1

N
��

1

N

�DE��
	A=1.28 cm2

Q

, Q = 1, 2, 3, and 4 �5�

where DE indicates the largest event registered in the measure-

Fig. 5 Quadrant analysis events classification

Fig. 6 Instantaneous fluctuating velocity field for single-phase
flow

Fig. 7 Instantaneous fluctuating velocity field for two-phase
flow „�=4.9%, DR=38.4%…

Table 2 Total contribution from each quadrant to the produc-
tion of Reynolds shear stresses

S1 �%� S2 �%� S3 �%� S4 �%�

Single-phase flow 22.04 29.63 22.1 26.22
�=4.9%, DR=38.4% 23.62 28.2 23.2 24.8
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ment area. 	A indicates the measurement area, 	x is the width of
the measurement area, 	y is the height of the measurement area,
and N is the number of velocity fields used.

Again, the events were measured over the time span of the
3.3 s. A comparison between the single- and two-phase flow re-
sults is presented in Table 3.

The results obtained with the proposed method show, in a more
evident way, that there is indeed a change in the production of
Reynolds stresses with the injection of microbubbles. A reduction
in the Q2 and Q4 �Reynold stress producing events� is delineated.
It is clear that both of these events demonstrate the results of the
mechanism responsible for the reduction of drag.

3.2 Two Point Correlations. The computation of a two-
dimensional correlation coefficient offers a significant advantage
since it allows the correlations to be measured in any arbitrary
direction on the measurement plane. The two-dimensional corre-
lation function is shown below.

Rij�	x,	y� =
u�i�x,y�u�j�x + 	x,y + 	y�

urmsi
� �x,y�urmsj

� �x + 	x,y + 	y�
�6�

Figures 8 and 9 present the cross correlations of the axial ve-
locity Ruu, for the single- and two-phase flows, respectively, for
locations y+=14.7 and x+=69.7. The variation of the streamwise
�	x� and normal �	y� length scales, which in this case are asso-
ciated with the maximum widths �along the x- and y-directions,
respectively� of the contour Ruu=0.3, is obtained from the mea-
surement plane. This Ruu level was chosen as a reasonable value
to focus on the large-scale events with sufficient accuracy.

From the results of Ruu �	x ,	y�, the values of length scales are
calculated using the dimensions of the regions where the correla-
tion coefficient has a value of at least 0.3. These results are shown

in Table 4.
Figures 10 and 11 show the correlation coefficient patterns for

single-phase flow and two-phase flow at y+=14.7 and x+=69.7 for
the normal component of the fluctuating velocities.

From the results of Rvv �	x ,	y�, the values of length scales are
also computed using the dimensions of the regions where the cor-
relation coefficient has a value of at least 0.3. These results are
shown in Table 5.

The length scale obtained from these measurements indicates
that the presence of microbubbles increases the correlation for the
streamwise velocity in both the longitudinal and the normal direc-
tions. However, the correlation coefficient values, Rvv, obtained

Table 3 Total contribution from each quadrant to the produc-
tion of Reynolds shear stresses considering the dominant
event only

S1 �%� S2 �%� S3 �%� S4 �%�

Single-phase flow 15.72 41.65 9.33 33.29
�=4.9%, DR=38.4% 22.88 29.17 21.14 26.8

Fig. 8 Two-dimensional two-point correlation coefficient at
x+=69.7, y+=14.7 for streamwise fluctuating velocity for
single-phase

Fig. 9 Two-dimensional two-point correlation coefficient at
x+=69.7, y+=14.7 for streamwise fluctuating velocity for �
=4.9%, DR=38.4%

Table 4 Length scale obtained from Ruu

Lx �mm� Ly �mm�

Single-phase 6.8332 1.6584
�=4.9%, DR=38.4%. 9.71245 3.0798

Fig. 10 Two-dimensional two-point correlation coefficient at
x+=69.7, y+=14.7 for normal fluctuating velocity for
single-phase
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from the normal velocity components show an opposite behavior,
i.e., they decrease in the presence of microbubbles. This opposite
behavior for the length scales obtained from Rvv suggests a deco-
rrelation between the normal velocity components due to the pres-
ence of microbubbles.

3.3 Vortex Identification. To elucidate the changes that mi-
crobubbles inside the boundary layer cause, two different methods
were used to identify vortex cores. The first one was proposed by
Chong et al. �17�, where eigenvalues of the velocity gradient ten-
sor ��u� are used to classify the local streamwise pattern around
any point in a flow in a reference frame moving with the velocity
of that point. It was suggested that a vortex core is a region with
complex eigenvalues of �u. Complex eigenvalues imply that the
local streamline pattern is closed or spiral in a reference frame
moving with a point. Since this method is inherently three dimen-
sional �in three dimensions, the local velocity gradient tensor will
have one real eigenvalue and a pair of complex conjugate eigen-
values when the discriminant of its characteristic equation is posi-
tive�, Adrian et al. �18� proposed the use of an equivalent two-
dimensional velocity gradient tensor for PIV two-dimensional
measurements. In this case, the two-dimensional tensor will either
have two real eigenvalues or a pair of complex conjugate eigen-
values. The vortices can then be identified by plotting isoregions
of a positive imaginary component of the complex conjugate ei-
genvalues. Results for the vortex core identification for single and
two-phase flow are shown in Figs. 12 and 13.

As seen in the figures, there is an evident decrease in vortices
near the wall and in the buffer layer when comparing the two-
phase flow to the single-phase flow.

To verify that the variation of vortex presence within the buffer
layer was due to the microbubbles and not to the identification
method, a second method was utilized. This method was proposed
by Jeong and Hussain �19�. They define 
2 as the second largest
eigenvalue of the tensor SijSjk+�ij� jk, where Sij �� jUi

+�iUj� /2 is the strain rate tensor and �ij �� jUi−�iUj� /2 is the
rotation rate tensor. The connected flow regions of negative values

of 
2 are used to identify cores of vertical structures.
The results obtained from the Jeong and Hussain method for

single-phase flow and two-phase flow are shown in Figs. 14 and
15.

The Jeong and Hussain method echoed the results obtained by
the method of Chong et al., showing a decrease in vortices in the
boundary layer in the bubbly flow. This indicates that both meth-
ods are capable of identifying vortex patterns; however, there is a
difference in the strength of identified vortices using the Jeong
and Hussain method. Nevertheless, a decrease in the strength and
the presence of vortical structure are found for two-phase flow
using both methods.

4 Conclusions
Changes in the boundary layer were produced by the injection

of microbubbles for drag reduction purposes. A modification of
the normal average velocity profile was found after the injection
of microbubbles. An increase in the local void fraction causes the
normal mean velocity to depart from the normally zero value for

Fig. 11 Two-dimensional two-point correlation coefficient at
x+=69.7, y+=14.7 for normal fluctuating velocity for �=4.9%,
DR=38.4%

Table 5 Length scale obtained from Rvv

Lx �mm� Ly �mm�

Single-phase 3.7907 1.8953
�=4.9%, DR=38.4%. 2.3690 1.6584

Fig. 12 Instantaneous vortex field for a single-phase flow
„method of Chong et al.…

Fig. 13 Instantaneous vortex field for �=4.9%, DR=38.4%
„method of Chong et al.…
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channel flow. This result is similar to the observations reported by
Ferrante and Elghobashi �12� for DNS in a microbubble laden
channel flow.

Bursts and sweeps, responsible for frictional drag along a near-
wall vortical structure, were identified in an x-y plane close to the
channel upper wall. A very slight decrease in burst and sweep
events was observed when microbubbles are injected within the
buffer layer. Furthermore, using the dominant event criterion, the
differences between the single- and two-phase flows are more
noticeable, showing that this new criterion can be useful for flow
analysis using PIV.

Length scale evaluations using two-point two-dimensional cor-
relation coefficient calculations were carried out. It was observed
that the correlation increases for the streamwise velocity when
microbubbles are present. However, for the normal component of
the velocity, a noticeable decrease in the correlation coefficients is
observed.

Two different methods for vortex identification were used for
both single- and two-phase flows. In both cases, a decrease in the
presence of vortex was found when microbubbles are present as
opposed to single-phase flow.

Microbubbles within the boundary layer seem to disrupt near-
wall vortical structures and also dampen the occurrence of
sweeps, modifying the turbulence structure �integral length scale
changes�.

All of these may suggest an interruption of the autonomous
cycle of near-wall turbulence �Jimenez and Pinelli �20�� and there-
fore a decrease in the turbulent nature of the flow resulting in drag
reduction.

The relationship between the bubble size and the different
scales of the turbulent flows has to be investigated carefully to
further our understanding of the drag reduction phenomena by
injection of microbubbles.

Nomenclature
L � length scale �mm�
N � number of velocity fields
Q � quadrant events
R � correlation coefficient

Re � Reynolds number
ReH � Reynolds number based on half channel height

S � percentage of contribution for quadrant events
Sij � strain rate tensor
T � total time of measurement �s�
U � average streamwise velocity �m/s�

U+ � average streamwise velocity in wall units
V � normal velocity �m/s�

Vg � gas volume �m3�
Vl � liquid volume �m3�
a+ � bubble radius in wall units
d � bubble diameter �m�

d+ � bubble diameter in wall units
u� � friction velocity �m/s�
x+ � x position in wall units
y � y position �mm�

y+ � y position in wall units

Greek Letters
� � void fraction
� � dynamic viscosity �kg/m s�
� � gradient
� � kinematic viscosity �m2 /s�
� � density �kg /m3�

�ij � rotation tensor

 � eigenvalue

Subscripts
i � streamwise direction
j � normal direction

rms � rms average quantity

Superscripts
¯ � time averaged quantity
� � fluctuating value

References
�1� McCormick, M. E., and Bhattacharyya, R., 1973, “Drag Reduction of a Sub-

mersible Hull by Electrolysis,” Nav. Eng. J., 85�2�, pp. 11–16.
�2� Madavan, N. K., Merkle, C. L., and Deutsch, S., 1985, “Numerical Investiga-

tions Into the Mechanisms of Microbubble Drag Reduction,” ASME J. Fluids
Eng., 107�3�, pp. 370–377.

�3� Merkle, C. L., and Deutsch, S., 1989, “Microbubble Drag Reduction,” Fron-
tiers in Experimental Fluid Mechanics �Lecture Notes in Engineering�,
Springer-Verlag, Berlin, Vol. 46, pp. 291–335.

�4� Kodama, Y., 1999, “Turbulence Control by Functionalization Fluids,” Pro-
ceedings of Symposium on Smart Control of Turbulence, Tokyo, Japan, Dec.
2–3.

�5� Kanai, A., and Miyata, H., 2001, “Direct Numerical Simulation of Wall Tur-
bulent Flows With Microbubbles,” Int. J. Numer. Methods Fluids, 35�5�, pp.
593–615.

�6� Xu, L., Maxey, M. R., and Karniadakis, G. E., 2002,“Numerical Simulation of
Turbulent Drag Reduction Using Microbubbles,” J. Fluid Mech., 468, pp.
271–281.

Fig. 14 Instantaneous vortex field for a single-phase flow
„Jeong and Hussain method…

Fig. 15 Instantaneous vortex field for �=4.9%, DR=38.4%
„Jeong and Hussain method…

Journal of Fluids Engineering NOVEMBER 2008, Vol. 130 / 111304-7

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�7� Lu, J., Fernandez, A., and Tryggvason, G., 2005, “The Effects of Bubbles in
the Wall Drag in a Turbulent Channel Flow,” Phys. Fluids, 17�9�, 095102.

�8� Shen, X., Ceccio, S. L., and Perlin, M., 2006, “Influence of Bubble Size on
Micro-Bubble Drag Reduction,” Exp. Fluids, 41�3�, pp. 415–424.

�9� Kawashima, H., Kodama, Y., Hinatso, M., Hori, T., Makino, M., Ohnawa, M.,
Jakeshi, H., Sakoda, M., and Matsuno, F., 2007, “A Research Project on Ap-
plication of Air Bubble Injection to a Full Scale Ship for Drag Reduction,”
Proceedings of FEDSM 2007, San Diego, CA, July 30–Aug. 2, ASME, San
Diego, CA, FEDSM 2007-37079.

�10� Hassan, Y. A., and Gutierrez-Torres, C. C., 2006, “Investigation of the Drag
Reduction Mechanism by Microbubble Injection Within a Channel Boundary
Layer Using PIV,” Nuc. Eng. Technol., J. Korean Nucl. Soc., 38, pp. 763–
778.

�11� Warholic, M. D., 1997, “Modification of Turbulent Channel Flow by Passive
and Additive Devices,” Ph.D. thesis, University of Illinois, Urbana, IL.

�12� Ferrante, A., and Elghobashi, S., 2004, “On the Physical Mechanisms of Drag
Reduction in a Spatially Developing Turbulent Boundary Layer Laden With
Microbubbles,” J. Fluid Mech., 503, pp. 345–355.

�13� Lu, S. S., and Willmarth, W. W., 1973, “Measurements of the Structure of the
Reynolds Stress in a Turbulent Boundary Layer,” J. Fluid Mech., 60, pp.
481–512.

�14� Wallace, J. M., Eckelmann, H., and Brodkey, R. S., 1972, “The Wall Region in
Turbulent Shear Flow,” J. Fluid Mech., 54, pp. 39–48.

�15� Robinson, S. K., 1991, “Coherent Motion in the Turbulent Boundary Layer,”
Annu. Rev. Fluid Mech., 23, pp. 601–639.

�16� Kawahara, G., Ayukawa, K., Ochi, J., and Ono, F., 1998, “Bursting Phenom-
ena in a Turbulent Square-Duct Flow,” JSME Int. J., Ser. B, 41, pp. 245–253.

�17� Chong, M. S., Perry, A. E., and Cantwell, B. J., 1990, “A General Classifica-
tion of Three-Dimensional Flow Fields,” Phys. Fluids A, 2, pp. 765–777.

�18� Adrian, R. J., Christensen, K. T., and Liu, Z. C., 2000, “Analysis and Inter-
pretation of Instantaneous Turbulent Velocity Fields,” Exp. Fluids, 29, pp.
275–290.

�19� Jeong, J., and Hussain, F., 1995, “On the Indentification of a Vortex,” J. Fluid
Mech., 285, pp. 69–94.

�20� Jimenez, J., and Pinelli, A., 1999, “The Autonomous Cycle of Near-Wall Tur-
bulence,” J. Fluid Mech., 389, pp. 335–359.

111304-8 / Vol. 130, NOVEMBER 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



M. Agelinchaab

M. F. Tachie

Department of Mechanical and Manufacturing
Engineering,

University of Manitoba,
Winnipeg, MB, R3T 5V6, Canada

PIV Study of Adverse and
Favorable Pressure Gradient
Turbulent Flows Over Transverse
Ribs
This paper reports an experimental study of the combined effects of rib roughness and
pressure gradient on turbulent flows produced in asymmetric converging and diverging
channels. Transverse square ribs with pitch-to-height ratio of 4 were attached to the
bottom wall of the channel to produce the rib roughness. A particle image velocimetry
technique was used to conduct measurements at several streamwise-transverse planes
located upstream, within, and downstream of the converging and diverging sections of the
channel. From these measurements, the mean velocities and turbulent statistics at the top
plane of the ribs and across the channel were obtained. The data revealed non-negligible
wall-normal motion and interaction between the cavities and overlying boundary layers.
The different drag characteristics of the rough bottom wall and the smooth top wall
produced asymmetric distributions of mean velocity and turbulent statistics across the
channel. The asymmetry of these profiles is most extreme in the presence of adverse
pressure gradient. Because of the manner in which pressure gradient modifies the mean
flow and turbulence production, it was found that the streamwise turbulence intensity and
Reynolds shear stress in the vicinity of the ribs are lower in the adverse pressure gradient
than in the favorable pressure gradient channel. The results show also that the combined
effects of rib roughness and adverse pressure gradient on the turbulent intensity statistics
are significantly higher than when roughness and adverse pressure gradient are applied
in isolation. �DOI: 10.1115/1.2969448�

1 Introduction
Pressure gradient turbulent flows are found in many fluid engi-

neering applications. Prior research demonstrates that adverse
pressure gradient �APG� considerably slows the mean flow close
to the wall and thereby thickens the boundary layer. APG also
increases the turbulence intensities and Reynolds shear stress
compared with values reported in zero pressure gradient �ZPG�
turbulent boundary layers. On the other hand, favorable pressure
gradient �FPG� tends to decrease the relative turbulent intensities
and Reynolds stresses compared to ZPG values �1�. The FPG
boundary layer studies performed prior to 1972 were reviewed by
Narasimha and Sreenivasan �2�. Subsequently, Ichimiya et al. �3�
studied the behavior of turbulent boundary layer during relaminar-
ization under a favorable pressure gradient. The development of
mild APG turbulent boundary layers was studied by Aubertine and
Eaton �4�. It was found that the displacement thickness, momen-
tum thickness, and the Reynolds number based on momentum
thickness increased in the diverging section. Skåre and Krogstad
�5� conducted measurements in equilibrium boundary layer in a
strong APG and found that although the Reynolds stress distribu-
tion across the boundary layer is different from ZPG turbulent
boundary layers, the stress ratios were nearly independent of pres-
sure gradient. A vivid review of previous APG studies can be
found in Ref. �6� and in a recent work by Angele and Mohammad-
Klingman �7�.

Many surfaces of engineering systems are aerodynamically or
hydraulically rough. It is generally acknowledged that wall rough-
ness increases the drag, transport of momentum, and heat transfer

characteristics. In addition to three-dimensional roughness ele-
ments such as sand grains, gravels, and spheres, two-dimensional
transverse ribs have also been used to study roughness effects on
turbulent flows. Although transverse ribs are also used to augment
heat transfer performance in heat exchangers and gas turbines,
they are used to model wall roughness in the present study. Be-
cause of the geometrical simplicity of transverse ribs and ad-
vances in computational resources in recent years, it has been
possible to apply large eddy simulation �LES� and direct numeri-
cal simulation �DNS� to study such flow fields. For example, Cui
et al. �8� employed LES to study turbulent flows over transverse
square ribs in a fully developed channel while DNS studies of
similar flow geometries have been reported by Nagano et al. �9�,
Ikeda and Durbin �10�, Lee and Sung �11�, Ashrafian et al. �12�,
and Leonardi et al. �13�. Following earlier experimental results
�14�, transverse ribs are classified into d-type �for pitch-to-height
ratio, p /k�4� and k-type �p /k�4�. Previous experimental studies
include measurements over d-type, intermediate-, and k-type ribs
in a ZPG turbulent boundary layer �15� and hot-wire measure-
ments in a two-dimensional channel with both the top and bottom
walls roughened by k-type ribs �16�. Open channel turbulent flows
over different types of rib roughness have been studied by Agelin-
chaab and Tachie �17� and Tachie and Adane �18�. A more com-
plete review of previous rib roughness studies can be found in
Ref. �16�.

Although pressure gradient turbulent flows over rough surfaces
are found in many engineering applications such as draft tube of
hydroelectric turbines, turbine blades, and reentry vehicles, the
combined effects of pressure gradient and surface rough on the
turbulence structure have received little research attention. Perry
et al. �19� studied APG turbulent boundary layers over d-type ribs
using a Pitot tube. Favorable pressure gradient open channel tur-
bulent flows over square ribs with p /k=2, 4, and 8 have also been
studied �20�. The FPG was produced by linearly converging each
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of the open channel side walls at �=1 deg and 2 deg and the
measurements were conducted using a particle image velocimetry
�PIV� technique. More recently, measurements were conducted in
asymmetric APG turbulent boundary layers over square ribs with
p /k=3, 6, and 8 �21�. The results show that APG and rib rough-
ness enhanced the drag and levels of the Reynolds stresses com-
pared with a smooth-wall ZPG turbulent boundary layer. One of
the complicating features of turbulent flows over rough walls is
that the flow field close to the roughness elements is spatially
inhomogeneous. In such cases, an individual vertical profile of the
mean velocity and turbulent statistics is not exactly representative
of the boundary layer so that spatial averaging is necessary
�22,23�. Such spatial averaging has been performed in a number
of numerical simulations �8� and PIV experiments performed over
transverse ribs �21�.

The above summary review shows that turbulent flows over rib
roughness in a fully developed channel have been studied experi-
mentally and numerically using LES or DNS. To the knowledge
of the authors, no DNS study of pressure gradient turbulent flow
over rib roughness has been reported. Although limited experi-
mental studies of adverse and favorable pressure gradient turbu-
lent flows over rib roughness have also been reported, additional
comprehensive research is needed to better understand the char-
acteristics of these relatively complex flow fields. The benchmark
data sets obtained in such studies will be very useful for validating
numerical results for pressure gradient turbulent flows over rough
surfaces. The goal of the present work is to investigate the com-
bined effects of rib roughness and APG or FPG turbulent flows on
the mean velocity and turbulent statistics using a PIV technique.

2 Experimental Setup and Measurement Procedure

2.1 Test Facility. The experiments were performed in a recir-
culation water tunnel. The test section of the water tunnel was
2500 mm long, 200 mm wide, and 200 mm deep. Closed test sec-
tions designed to produce favorable and adverse pressure gradi-
ents were inserted inside the water tunnel. The inserted test sec-
tions were made of 3 mm thick acrylic sheets. Figure 1 shows the
schematic side views of the test section, the local test section
heights, h, the measurement planes, P, as well as the ribs. The
width of the test section was w=194 mm. Figures 1�a� and 1�b�
show the diverging and converging sections, which were used to
produce the APG and FPG flows, respectively. They will also be
referred to as APG and FPG channels. The x coordinate is aligned
with the streamwise direction, while the y and z coordinates are,
respectively, in the transverse and spanwise directions; x=0 is at
the start of the converging or diverging section �O�, y=0 is on the
cavity floor �Fig. 1�c��, and z=0 is at the midspan of the channel.
In both figures, the first and last 750 mm �AO and PB� have
straight parallel walls. For the APG channel, the middle section
�OP� of 1000 mm length diverges nonlinearly from a height of
h=60 mm to 90 mm as follows: h�x�=60.00−7.39�10−4x+5.73
�10−5x2−3.12�10−9x3−5.09�10−11x4+2.78�10−14x5. Simi-
larly, the middle section of the FPG channel converges
nonlinearly from a height of h=90 mm to 60 mm as
follows: h�x�=90.00−4.01�10−2x+2.09�10−5x2−7.17�10−8x3

+8.83�10−11x4−2.78�10−14x5. In the above expressions, x is
measured relative to O in millimeters and the equations are valid
for 0�x�1000. The FPG and APG channels described above
have been employed previously by Tachie �21� and Shah and Ta-
chie �24�. As explained in those studies, the choice of the above
channel distribution �h�x�� was partly constrained by the test sec-
tion of the existing main water channel and the need to obtain
two-dimensional mean flow at the midplane of the converging and
diverging channels. A number of distributions were tried and the
pressure gradient along the channel was analytically calculated
assuming inviscid flow. The distributions described above were
chosen because they produced pressure gradients that were not too

severe to cause flow separation in the APG channel or relaminar-
ization in the FPG channel, yet high enough to noticeably modify
the flow field compared with that in a channel with parallel walls.

Two-dimensional transverse square ribs of size k=6 mm were
glued onto a 4.5 mm thick acrylic sheet and screwed to the bottom
wall of the test section. Note that the 4.5 mm acrylic sheet re-
duced the original height of the test section. In the x-direction, the
ribs span a total distance of 1650 mm leaving margins of about
425 mm at both ends. As indicated in Fig. 1�d�, the pitch and
height of the ribs are denoted by p and k, respectively. A pitch-to-
height ratio, p /k=4, was used. In this paper, mean velocities will
be denoted by upper cases �e.g., U and V� while fluctuating quan-
tities will be denoted by lower case letters �e.g., u, v, −uv, etc.�.
The location where the maximum streamwise mean velocity
�Umax� occurs will be denoted as ymax. The flow region extending
from the lower channel wall to ymax will be referred to as the
lower boundary layer whereas the region from the upper wall to
ymax will be referred to as the upper boundary layer. The boundary
layer thickness is defined as the y-location where U /Umax=0.99.

2.2 Measurement System. A PIV technique was used to con-
duct the velocity measurements. The flow was seeded with 5 �m
polyamide seeding particles and a Nd: YAG �yttrium aluminum
garnet�, 120 mJ pulse laser of 532 nm wavelength was used to
illuminate the flow field. The laser sheet was located at the mid-
plane of the channel. A 60 mm diameter Nikkor lens was fitted to
a 12 bit high-resolution digital camera �Dantec Dynamic HiSense
4M camera� that uses a digital camera with a charge-coupled de-
vice �CCD� of 2048 pixels�2048 pixels and a 7.4 �m pixel
pitch. The camera field of view was 95�95 mm2. During the
image acquisition, it was ensured that the maximum particle dis-
placement was less than quarter of the interrogation window �IW�
size. The average number of particles in an IW varied from 7
�32 pixel�16 pixel IW� to 14 �32 pixel�32 pixel IW�. The im-
ages were processed using the adaptive correlation option of a

Fig. 1 Experimental setup: schematic side views of the ad-
verse pressure gradient „a… and favorable pressure gradient „b…
test sections; measurement planes „c…. P1–P5 denote x-y
planes in which PIV measurements were made, L1–L5 corre-
spond to locations where detailed data analysis was per-
formed; and „d… pitch and top plane of adjacent ribs. All units
are in millimeters.
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commercial software �FLOWMANAGER 4.50.17� developed by Dan-
tec Dynamics. A three-point Gaussian curve fit was used to deter-
mine particle displacement with subpixel accuracy. The particle
diameter was dp=2.1 pixels, which is close to the recommended
optimum value of dp�2 pixels required to minimize peak locking
�25�. In fact, the histograms of the raw velocity vectors confirmed
that there was no observable peak locking. In order to study the
effect of IW size and sample size �N� on the mean velocity and
turbulent quantities, these quantities were computed using N
=1000, 1500, and 2000 instantaneous images and both 32 pixels
�16 pixels and 32 pixels�32 pixels IWs with 50% overlap. Fig-
ure 2 shows that typical profiles of the mean velocity, turbulent
intensities, and Reynolds shear stress obtained from the two IWs
and three sample sizes at the cavity center are nearly indistin-
guishable. This implies that the IWs and sample sizes used pro-
vide adequate spatial resolution and statistical convergence, re-
spectively, for these quantities. The data presented subsequently
were those obtained from 2000 images and processed using a
32 pixels�16 pixels IW with 50% overlap. The corresponding
physical spacing between velocity vectors, taking the 50% overlap
into account, is �x��y=0.74�0.37 mm2. Based on the friction
velocity obtained in the approach flow at the upstream section of
the APG channel, the space between vectors was �y+=9.1. The
effects of PIV spatial resolution on the mean velocities as well as
the second, third, and fourth order moments in turbulent flows
over a smooth wall, a transitionally rough wire mesh, and a fully
rough surface that was composed of transverse square ribs with
p /k=8 were studied recently by Shah et al. �26�. Based on those
results, it was concluded that the spatial resolution used in the
present study is sufficient for the mean and turbulent quantities
reported subsequently.

Detailed analyses of bias and precision errors inherent in PIV
measurements have been reported by Prasad et al. �27� and Forliti

et al. �28�. Based on those studies and the measurement uncer-
tainty analysis procedure explained by Coleman and Steele �29�, it
was estimated that the uncertainties in the mean velocities, turbu-
lent intensities, and Reynolds shear stress at 95% confidence level
are �2%, �5%, and �10%, respectively. Close to the ribs, un-
certainties in the mean velocities and Reynolds stresses are esti-
mated to be �2.5% and �12.5%, respectively. Error bars are used
to indicate measurement uncertainty at 95% confidence level in
subsequent graphs.

2.3 Test Conditions. A 42 mm wide trip made of four 6 mm
square ribs and spaced at 6 mm apart was placed at the entrance
of the channel �Fig. 1�c�� to enhance rapid development of the
flow. In addition to the rib roughness, measurements were also
obtained over a 4.5 mm acrylic plate �without the ribs�, which was
screwed onto the bottom wall of the channel. These measurements
were performed at x�−100 mm upstream of the converging sec-
tion and x�−40 mm upstream of the diverging section. These
data sets will be referred to as smooth and will be used as the
basis for discussing the effects of rib roughness on the flow char-
acteristics. For the rib experiments, measurements were made in
five x-y planes: one plane upstream of the convergence/divergence
�P1�, three planes within the convergence/divergence sections �P2,
P3, and P4�, and one plane downstream of convergence/
divergence sections �P5�. In each plane, there were four ribs; how-
ever, data sets were extracted between the centers of two adjacent
ribs. The distance from O to the middle of the adjacent ribs of
interest in a particular plane is denoted by L. For example, L1
corresponds to data extracted from plane P1, and L2, L3, L4, and
L5 correspond to data extracted from planes P2, P3, P4, and P5,
respectively. In many cases, the profiles were spatially averaged.
The spatial averaging was performed in the x-direction over a
pitch. A spatial averaged profile typically corresponds to the av-

Fig. 2 Profiles of the mean velocity and turbulent quantities at the cavity
center for two interrogation window sizes and three sample sizes. „a… Mean
velocity, U, „b… streamwise, u, and „c… transverse, v, turbulent intensities,
and „d… Reynolds shear stress, −uv. The symbols in „b…, „c…, and „d… as in „a….
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erage of 32 individual vector lines or profiles. The specific
x-locations corresponding to the various L values and the local
test section heights, h, are presented in Table 1. The test condi-
tions are Test APG and Test FPG representing tests in the APG
and FPG channels, respectively. It should be noted that if the
4.5 mm thick acrylic sheet that was screwed onto the bottom wall
of the test section is taken into account, the design values of h at
the upstream section of the FPG and APG channels without the
ribs �FPG-SM and Test APG SM� should be h=85.5 mm and
55.5 mm, respectively. The 1.5 mm difference between those de-
sign values and the values reported in Table 1 is likely due to
nonuniformity in the thickness of the acrylic sheets used to fabri-
cate the bottom and top walls of the channel as well as the 4.5 mm
insert. Table 1 also includes the maximum velocities, Umax, the
velocity gradients, dUmax /dx, accelerating/decelerating param-
eters, K= �	 /U2

max��dUmax /dx�, and the Reynolds numbers based
on the lower and upper boundary layer momentum thicknesses,
Re
L=Umax
L /	 and Re
U=Umax
U /	, respectively. The
dUmax /dx value for each plane was estimated as the slope of the
least square linear fit to Umax versus x shown in Fig. 3�a�. Note
that the subscripts L and U in this table and in subsequent sections
denote the lower and upper boundary layer parameters, respec-
tively.

3 Results and Discussions

3.1 Boundary Layer Characteristics. The local values of
Umax were obtained at five selected x-locations in each of the
planes P1– P5 over the ribs. For clarity, only three of these five
values of Umax normalized by the upstream smooth-wall value of
Umax,SM=0.460 m /s �i.e., Umax

*=Umax /Umax,SM� are plotted in
Fig. 3�a�. It should be noted that x* is the value of x normalized
by 1000 mm, which is the distance between the start �O� and end
�P� of the variable section of the channels �Fig. 1�. As noted in
Sec. 2.1, Shah and Tachie �24� conducted velocity measurements
in the APG and FPG channels but without ribs on the channel
floor. In Fig. 3�a�, their data at approach velocities identical to
those studied in the present study are denoted as SM-FPG and
SM-APG for the favorable and adverse pressure gradients, respec-
tively. The solid and dash lines in the figure represent the distri-
butions of Umax

* that would be obtained along the APG and FPG
channels, respectively, if the flow were inviscid. As expected,
Umax

* increases and decreases monotonically with x* in the con-
verging and diverging sections of the channels �0�x*�1�, re-
spectively. There is no significant difference between the inviscid
distribution and measured smooth-wall values. In both channels,
however, the ribs increased Umax

* values by up to 20% compared
with the corresponding smooth-wall values. This increase is partly
due to blockage produced by the ribs as well as the higher flow

resistance and growth of the boundary layer over the ribs. Table 1
also shows that K values decreased consistently from L1 to L5 for
the FPG but for the APG, it decreased from L1 to L3 and then
increased.

Figure 3�b� depicts the variation of ymax with x* under the in-
fluence of FPG and APG. Upstream of the converging and diverg-
ing sections �L1�, ymax /h=0.50 and 0.73 for the FPG and APG
flows, respectively. The higher value for the APG is likely due to
higher blockage �k /h=0.11� than that in the FPG �k /h=0.07�. In

Table 1 Test conditions and pertinent parameters

Test L x �mm� h �mm� Umax �m/s� dUmax /dx �s−1� K�106 Re
L
Re
U

FPG SM −100 84.0 0.460 0.04 0.20 750 1630
L1 −70 85.9 0.460 0.28 1.32 1700 430
L2 290 75.2 0.540 0.37 1.27 1690 440
L3 592 63.7 0.651 0.41 0.97 1830 490
L4 807 57.8 0.739 0.46 0.84 2120 580
L5 1371 55.9 0.807 0.32 0.49 2820 720

APG SM −40 54.0 0.461 0.02 0.09 550 740
L1 −55 55.8 0.549 0.26 0.86 2450 1380
L2 372 62.6 0.520 −0.23 −0.85 3690 780
L3 717 75.6 0.402 −0.55 −3.40 4000 360
L4 913 82.8 0.364 −0.26 −1.96 4110 350
L5 1212 85.9 0.334 0.02 0.18 3510 370

Fig. 3 Variation of boundary layer „BL… parameters with
x-locations. x*=x /1000. „a… Local maximum velocity, Umax.
Umax

* is Umax normalized by the maximum velocity at location
L1, „b… y-location of the maximum velocity, ymax, „c… BL thick-
ness, �, „d… BL displacement thickness, �* „e… BL momentum
thickness, �, and „f… the shape factor, H. The vertical dash lines
indicate the start and end of the converging/diverging sections.
Note. ymax, �, �*, and � are normalized by the local channel
height, h. Symbols in „a…: inviscid flow in APG „- - -…, inviscid
flow in FPG „—…, APG „�…, FPG „�…, SM-FPG „�…, and SM-APG
„�…. Symbols in the rest of the figure: „--�--… FPG upper, „--�--…
FPG lower, „--�--… APG upper, and „--�--… APG lower.
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the LES study by Cui et al. �8� over transverse square ribs with
p /k=5 and k /h=0.2, a value of ymax /h=0.83 was reported. The
effects of rib roughness and pressure gradient produced in asym-
metric FPG and APG channels are to skew the mean velocity
distribution and shift the location of the maximum velocity toward
the upper curved wall. As will be shown later, APG skewed the
mean profiles more than the FPG did. For example, ymax /h
=0.86 and 0.68, respectively, at the last measurement locations
�L4� within the converging �x*=0.807� and diverging �x*

=0.913� sections.
The local values of the boundary layer, displacement, and mo-

mentum thicknesses normalized by the corresponding local value
of h �i.e., � /h, �* /h, and 
 /h� are shown in Figs. 3�c�–3�e�, re-
spectively. These parameters were calculated using the spatially
averaged mean velocity profiles. Note that �U and �L, respectively,
denote upper and lower boundary layer thicknesses. As will be
shown in Fig. 6�a�, the spatially averaged mean velocity profiles
have a narrow region of weak flow reversal or negative velocities.
The boundary layer parameters for the lower boundary layer ��L,
�*

L
and 
L� were computed with and without the negative veloci-

ties. The average percentage differences between the values com-
puted using the profiles with and without the negative velocities
were 10%, 20%, and 1.2% for the APG section and 17%, 45%,
and 5% for the FPG section. It should be noted that the parameters
for the lower boundary layer plotted in Fig. 3 are those obtained
without the negative velocities. The shape factor �H=�* /
�,
which is a measure of the effectiveness of turbulent flow and
surface condition to enhance mass deficit in comparison to mo-
mentum deficit, is plotted in Fig. 3�f�. In the absence of ribs on the
channel walls, the data reported by Shah and Tachie �24� revealed
that APG increased the values of � /h, �* /h, and 
 /h compared
with those obtained in the FPG channel but the shape parameter is
independent of pressure gradient. Aubertine and Eaton �4� also
reported an increase in �* and 
 in their diverging section. Be-
cause of enhanced mass and momentum flux deficits associated
with rib roughness, the values of �* and 
 at the upstream parallel
section are significantly larger for the lower boundary layer than
those for the upper boundary layer. Within the diverging section of
the APG channel �0�x*�1�, rib roughness and APG increased

�*
L

/h and 
L /h by 66% and 50%, respectively, compared with the
corresponding upstream values. For the FPG channel, the values
of �*

L
/h and 
L /h over the ribs in the converging section are not

significantly different from the corresponding upstream values.
Furthermore, the values of �*

L
/h and 
L /h in the diverging sec-

tion are approximately 200% and 150%, respectively, higher than
those obtained in the converging section. Irrespective of the pres-
sure gradient, the rib roughness enhanced the values of H com-
pared to the values obtained over a smooth wall.

3.2 Streamlines and Isocontour of Mean Vorticity In and
Just Above the Cavity. The streamlines and mean vorticity iso-
contours were obtained to reveal some of the qualitative features
of the mean flow pattern. Because of space consideration, these
quantities are plotted for only three measurement planes: an up-
stream plane �Test FPG-L1� and typical planes within the diverg-
ing section �Test APG-L3� and converging section �Test FPG-L3�.
The streamlines shown in Figs. 4�a�, 4�c�, and 4�e� reveal stable
clockwise rotating vortices inside the cavities. The primary vorti-
ces filled most of the cavities and prevented the outer flow from
reattaching onto the cavity floor. Smaller secondary corner
counter-rotating vortices are also formed between the upstream
ribs and the primary vortices. The streamlines are nearly parallel
close to the top plane of the ribs. This observation is consistent
with the LES results of Cui et al. �8� over square ribs. Because
�U /�y��V /�x close to the ribs, the values of the mean vorticity
��=�V /�x−�U /�y� are negative. Figures 4�b�, 4�d�, and 4�f� re-

veal regions of intense shear layer in the vicinity of the ribs. Close
to the ribs, the dimensionless values of � are higher for the FPG
than for the APG.

3.3 Mean Velocities, Turbulent, Intensities, and Momen-
tum Fluxes at Interface. The mean streamwise velocity �U�,
mean momentum flux �−UV�, streamwise turbulent intensity �u�,
and turbulent moment flux �−uv� at the top plane of the ribs �y
=k� are shown in Fig. 5. Data are plotted at L2 and L5 for both
APG and FPG. In each case, the corresponding upstream profiles
�at L1� are included for comparison. In each plot, the data are
plotted on the scale: 0�x� /w�1. As shown in Fig. 1�d�, x� /w
=0 and x� /w=1, respectively, correspond to the downstream cor-
ner of the upstream rib and the upstream corner of the down-
stream rib. Since the top plane corresponds to the interface be-
tween the cavities and the overlying boundary layer, these data
sets provide insight into the interaction between flow within the
cavities and the overlying boundary layer. Figure 5�a� shows that
the flow accelerates ��U /�x�0� in the region x� /w�0.60 and
decelerates ��U /�x�0� in the region x� /w�0.68. As a result, the
normal production term −u2�U /�x in the turbulent kinetic energy
transport equation will be negative close to the upstream rib
�x� /w=0� and positive adjacent to the downstream rib �x� /w=1�.
Therefore, the normal production term will augment turbulence
production close to the downstream ribs but will attenuate produc-
tion close to the upstream ribs. The combined effect of APG and
rib roughness is to reduce the mean velocity along the interface
compared with the data obtained for a similar rib roughness with
no pressure gradient or rib roughness with FPG.

The mean momentum fluxes �−UV� at the interface are related
to momentum transport between the cavities and the overlying
boundary layer. Figure 5�b� shows negative values close to the
region where the flow accelerates and positive close to where the
flow decelerates. Therefore, unlike smooth-wall fully developed
channel flows, the dynamic role of −UV in momentum transport
cannot be neglected close to the ribs. There is no significant dif-
ference in the negative peaks; however, the positive peaks are
generally higher for the FPG �0.8%� than for the APG �0.4%�.

The turbulent intensity �Fig. 5�c�� increases immediately down-
stream of the upstream ribs to a maximum value of u /Umax
�17% for the FPG and 14% for the APG and then decrease to the
no-slip value on the downstream rib. In general, v-profiles �not
shown� are similar to the u-profiles but with a lower peak value of
13%. The peaks of turbulent momentum fluxes �−uv� in Fig. 5�d�
are higher for the FPG �1.2%� than for the APG �0.6%�. The
nonzero values of −uv are indicative of momentum exchange be-
tween the cavities and the overlying boundary layer. The mean
and turbulent momentum fluxes are of opposite sign in the region
where the mean flow accelerates �x� /w�0.60�. In this region, the
absolute values of turbulent momentum fluxes are larger than the
corresponding values of the mean momentum fluxes. On the other
hand, the mean and turbulent momentum fluxes are both positive
and have similar value in the region where the mean decelerates
�x� /w�0.68�. As will be explained subsequently, the low values
of u and −uv observed for the APG are due to relatively lower
mean velocity gradient ��U /�y� and reduced production of u2 and
−uv close to the ribs.

4 Development of Profiles of the Mean and Turbulent
Quantities

The profiles of the mean streamwise velocity, turbulent intensi-
ties, and Reynolds shear stress are shown in Fig. 6. At each plot-
ting station, four profiles representing the upstream �L1� and each
specific location �L2, L3, and L5� for both FPG and APG are plot-
ted. The smooth-wall profile at the upstream section of the FPG
channel is also plotted for comparison. For that particular test
condition, both the top and bottom channel walls are smooth and
parallel to each other. As a result, the flow resistance is similar on
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both walls and the mean profile is more symmetric with respect to
the channel centerline than when ribs are installed on the bottom
wall �i.e., L1 for the APG and FPG channels�. Similar to previous
rough-wall measurements and LES data over ribs, the higher drag
characteristics of the lower rib-roughened wall reduced the mean
velocity substantially compared with the data obtained if the
lower wall were smooth. When the flow is subjected to pressure
gradient, the velocity distribution becomes even more compli-
cated.

The combined effects of APG and rib roughness, for example,
are to further reduce the mean velocity in the lower boundary
layer and increase the asymmetry of the mean profile compared
with the profile obtained over the ribs in the upstream section of
the APG channel. This observation is consistent with the data
reported by Tachie �21� in APG turbulent flow over transverse
ribs. The FPG, on the other hand, has little effects on the mean
velocity profiles �L2 and L3�. It should be noted that the mean flow
distortion produced by the combined effects of rib roughness and
APG is more significant than the data obtained in the APG chan-
nel without rib roughness �24�. Perhaps a more important obser-
vation from Fig. 6�a� is that the variation of U with y in the lower
boundary layer is more gradual for APG compared with FPG and
the upstream profiles. Since �U /�y plays an important role in the

production of turbulent kinetic energy and Reynolds stresses, one
would expect substantial pressure gradient effects on turbulence
production.

The profiles of u and v obtained over the smooth wall and
upstream ribs show two distinct peaks: one close to the lower wall
and the other near the upper wall �Figs. 6�b� and 6�c��. Similar to
previous experimental as well as LES and DNS studies, wall or
rib roughness enhanced the turbulence levels. One of the salient
features of the FPG profiles is that they decay very rapidly from
their peak values. Similar to the mean velocity profiles, the effects
of the FPG on the turbulent intensities in the presence of rib
roughness are not significant although the turbulence levels re-
ported in Figs. 6�b� and 6�c� close to the ribs are higher than when
the flow is subjected to FPG in the absence of rib roughness �24�.
The turbulent intensities measured in the APG flow over the rib
roughness are significantly higher than would be obtained for a
smooth-wall APG flow. Figure 6 shows that, in the immediate
vicinity of the ribs, APG reduced the values of v /Umax and
u /Umax substantially but beyond y� /h�0.4, their values become
significantly higher than those in the FPG. The Reynolds shear
stress plotted in Fig. 6�d� show qualitative features similar to
those observed for the turbulent intensities. For example, profiles
for the FPG are higher close to the ribs but decay dramatically and

Fig. 4 Streamlines and their corresponding isocontours of the mean vorticities for selected
locations. The vorticities are normalized by local maximum velocity, Umax, and rib height, k. „„a…
and „b…… Location L1 without a pressure gradient, „„c… and „d…… location L3 in a favorable pres-
sure gradient, and „„e… and „f…… location L3 in an adverse pressure gradient.
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become lower than the values measured in the APG. The magni-
tude of the lower peaks of −uv is significantly higher than the
corresponding values in the upper boundary layer.

The general trends observed for the spatially averaged profiles
of the turbulent intensities and Reynolds shear stress above
can be explained by the turbulence production terms. In
two-dimensional turbulent flows, the production terms in the
transport equations for the normal stress �u2�, Reynolds
shear stress �−uv�, and turbulent kinetic energy �k�
are, respectively, given by Puu= �−u2�U /�x−uv�U /�y�,
P−uv= �u2�V /�x+v2�U /�y−uv��U /�x+�V /�y��, and Pk

= �−uv��U /�y+�V /�x��− ��u2�U /�x+v2�V /�y��. The present data
show that the dominant mean strain is �U /�y. Meanwhile,
�U /�x=−�V /�y due to mass conservation and u2�V /
�x�v2�U /�y so that Puu�−uv�U /�y, P−uv�v2�U /�y, and Pk
�−uv�U /�y. Typical profiles of −uv�U /�y and v2�U /�y for FPG
and APG are compared with the upstream profile in Figs. 7�a� and
7�b�. While the production terms for the FPG are much larger than
those obtained for the APG close to the ribs, the FPG profiles
decayed and became nearly zero in the region y /h�0.25. For the
APG, on the other hand, nonzero values of −uv�U /�y and
v2�U /�y are evident across most of the channel. The significant
turbulence production observed outside the immediate vicinity of
the ribs in the APG channel is attributed to nonzero values of

�U /�y observed in Fig. 6�a� in that region. It is believed that the
lower values of u, v, and −uv close to the ribs in the APG channel
�compared with those in the FPG channel� are due to the reduced
turbulence production observed in Figs. 7�a� and 7�b�. Mean-
while, the non-negligible values of u, v, and −uv in the central
domain of the APG channel are due to the higher turbulence pro-
duction in that region.

It has been suggested that the Reynolds stress ratios may be
used to provide a rough guide to the large-scale anisotropy �30�.
With regard to the normal stresses, the flow becomes more isotro-
pic if v2 /u2 tends to unity. Since surface roughness or APG tends
to increase the levels of the Reynolds stresses, the flow would
become more isotropic if roughness or APG enhanced v2 more
significantly than u2 is increased. For the FPG on the other hand,
a tendency toward isotropy would imply that u2 is attenuated
faster than v2. In the measurements conducted in the present APG
and FPG channels but without the ribs on the channel floor �24�, it
was reported that the stress ratio, −uv /u2, shows increasing and
decreasing trends, respectively, away from the walls in the APG
and FPG channels. This was attributed to a greater rate of increase
of −uv compared to u2 for APG whereas in the FPG channel, u2

decays faster than −uv. The data showed no systematic pressure

Fig. 5 Mean velocities, turbulent intensities, and momentum
fluxes at the interface, y=0, for selected test conditions. „a…
Streamwise velocity, „b… mean momentum flux, „c… streamwise
turbulent intensity, and „d… turbulent momentum flux.

Fig. 6 Development of spatially averaged mean and turbulent
quantities. „a… Streamwise mean velocity, „b… streamwise turbu-
lent intensity, and „c… Reynolds shear stress. The symbols are
as follows: smooth wall „Š…, upstream of the converging sec-
tion „�…, within the converging section „�…, upstream of the
diverging section „�…, and within the diverging section „�….
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gradient effects on v2 /u2 close to a smooth wall. Away from the
wall, however, v2 /u2 was reduced within the APG channel but
increased in the FPG channel. In contrast, measurements in an
equilibrium APG boundary layer by Skåre and Krogstad �5� re-
vealed that the distribution of v2 /u2 is independent of the pressure
gradient.

Notwithstanding the significant differences between the turbu-
lent intensities and Reynolds shear stress in the rib-roughened
FPG and APG channels �Fig. 6�, profiles of −uv /u2 �Fig. 7�c�� are
nearly independent of pressure gradient. The only difference is
that the y-location where −uv /u2 changes sign varies with loca-
tion and also with pressure gradient. This implies that unlike the
smooth-wall results �24�, rib roughness and pressure gradient
�both APG and FPG� increase the levels of −uv and u2 propor-
tionately. The v2 /u2 profiles �Fig. 7�d�� show collapse of the
smooth-wall and upstream �L1� values. Therefore, notwithstand-
ing the enhanced turbulence levels over the ribs, rib roughness �in
the absence of pressure gradient� does not promote a tendency
toward local isotropy. This observation is consistent with the DNS
results reported by Krogstad et al. �30� over smooth and rib-
roughened walls in a channel. It also implies that although the
production of turbulent kinetic energy depends on wall roughness
�Fig. 8�, once the energy is transferred to the u2-component, the
mechanism by which it is redistributed into the various compo-
nents of the normal stresses is independent of surface roughness.

When the flow over the ribs is subjected to APG, the peak values
increased from v2 /u2=0.25 at L2 to 0.6 at L5. Favorable pressure
gradient, on the other hand, decreased the peak values from
v2 /u2=0.90 at L2 to 0.5 at L5. It appears that a more severe APG
tend to make the flow over the rib roughness more isotropic while
the increasing FPG has the opposite effects.

5 Profiles of Mean Velocity and Turbulent Quantities
in the Lower Boundary Layers

5.1 Mean Velocity in Outer Coordinates. The profiles of the
mean velocities in the lower boundary layer are shown in Figs.
8�a� and 8�b�. The U and y are normalized by the local maximum
velocity, Umax, and the boundary layer thickness, �L, respectively.
Figures 8�a� and 8�b� show that profiles on the ribs are “less full”
compared to SM. The profiles at the various measurement loca-
tions nearly collapsed for the FPG. For the APG, however, the
profiles increasingly become less full from L1 to L3 but the profile
at L5 tends toward the upstream and smooth-wall profiles.

5.2 Mean Velocity in Inner Coordinates. The log law. The
log law for a rough wall may be written as U+=−1 ln y++B
−�B+, where  and B are the log law constants �with =0.41 and
B=5.0� and �B+ is the roughness shift ��B+=0 for a smooth
wall�. In rough-wall experiments, it is customary to define y as the
distance from the top plane of the roughness elements y* plus a
virtual origin d0 �i.e., y=y*+d0�. The log law has been applied in
APG turbulent flows over a smooth surface. Kader and Yaglom
�31� suggested that the inner region of the mean velocity profile
for APG turbulent flow over a rough surface can also be described
by the log law. Experience from prior rough-wall experiments
shows that U� values determined from the log law are susceptible
to uncertainty because d0 and �B+ are not known a priori. In this
study, the log law was fitted to the measured mean velocity data
and d0 and U� were adjusted to ensure a reasonable agreement
between the measured data and the log law. Based on the DNS
results by Leonardi et al. �13� over square ribs initial guess values
of d0 /k=0.15, and the values of d0 and U� were then optimized.
The measurement uncertainties were estimated to be �5% and
�10%, respectively, for the smooth wall and ribs. As shown in
Table 2, U� values decrease along the channel for the APG but
increase for the FPG. The values of skin friction coefficient Cf
=2�U� /Ue�2 are nearly constant for the APG whereas the Cf
slightly decreases for the FPG.

The mean velocity profiles in the inner coordinates are shown
in Figs. 8�c� and 8�d�. As expected the APG increased the wake
component of the velocity profile compared to the upstream loca-
tion. The wake parameter, �=�U+

max /2, increased from 0.18 at
L1 to 0.34 at L4 in the APG and from 0.06 at L1 to 0.16 at L4 in the
FPG. The values of �B+ estimated from Figs. 8�c� and 8�d�, and
ks

+ determined from the following relation proposed by Ligrani
and Moffat �32�: �B+=−1 ln�ks

+�+B−D �where D=8.5� are also
summarized in Table 2. The values of �B+ �11.4 and 11.8� at the
upstream parallel section are similar to those reported in the DNS
by Leornardi et al. �13� at p /k=4 but lower than �B+=13.2 in the
LES study by Cui et al. �8� at p /k=5. The FPG decreased the
values of �B+ slightly to 10.1 while the APG increased �B+ to
14.6. Following the roughness classification proposed by Schlich-
ting �33� all the rib surfaces studied in this work are in the fully
rough regime. Table 2 also shows that in order to produce the
amount of flow resistance over the ribs at the upstream �i.e., L1� of
APG or FPG using monodispersed equivalent sand grains, sand
grains whose diameter is about 2k will be required. This value is
also smaller than ks /k=3.2 reported by Cui et al. �8�. At the last
measurement location within the variable section �L4� in the APG
and FPG, ks=9k and 0.8k, respectively, are required.

The power law. One of the difficulties in applying the log law
to rough-wall turbulent flows is the large number of unknowns. It

Fig. 7 Profiles of spatially averaged turbulence production
terms and stress ratios at selected locations. „a… Pk=
−uv�U /�y, „b… P−uv=v2�U /�y, „c… stress ratio. −uv /u2, and „d…
stress ratio. v2 /u2. Pk and P−uv are normalized by local maxi-
mum velocity, Umzx and height, h. Symbols in „b… as in „a… and in
„c… and „d… as in Fig. 6.
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can be seen from Fig. 8�d�, for example, that the region over
which the measured data and the log law overlap is fairly narrow.
This is partly due to the relatively low Reynolds numbers and the
APG, both of which tend to reduce the overlap region. A variety
of power laws have been proposed as an alternate formulation to
model the mean velocity profile of near-wall turbulent flows.
Buschmann and Gad-el-Hak �34� provided a summary of the vari-
ous power law formulations. In the present study the power law
proposed by George and Castillo �35� is also used to model the
mean velocity profile and to determine the friction velocity and
the results are compared with those obtained from the log law.

The power laws in the outer and inner coordinates are given,
respectively, by

U/Ue = Co��y + a�/��� �1�

U+ = Ci��y+ + a+��� �2�

where the power law constants C0, Ci, and � are weak functions
of Reynolds number ��+=�U� /	� and �a+=−16� represents a shift
in origin for measuring y associated with growth of the mesolayer

Fig. 8 Spatially averaged mean velocity and mean velocity defect profiles
in the lower boundary layer. Outer coordinates. „a… favorable pressure gra-
dient „FPG… and „b… adverse pressure gradient „APG…. Inner coordinates. „c…
FPG and „d… APG. Defect profiles for the FPG normalized by „e… Umax�* /�

and „f… U�, and for both FPG and APG normalized by „g… Umax�* /� and „h… U� .
The solid lines in „c… and „d… are as follows. U+=2.44 ln y++5 and U+

=2.44 ln y++5−�B+. The Dash lines are U+=Ci †„y++a+
…‡

�. Symbols in „f… as
in „e… and in „h… as in „g…. Note. U*= „Umax−U… /Umax�* /�; U**= „Umax/U… /U� .
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region. They showed that the friction law is also a power law
given by

U/Ue = �Co/Ci�1/�1+����Ue�/	��−�/�1+�� �3�
The above power law has been used extensively to model low

Reynolds number in open channel turbulent flows over diverse
roughness elements �36�, in ZPG turbulent boundary layers over
smooth and rough surfaces �37� and in APG over ribs �21�. Be-
cause the power law in the outer coordinates does not contain U�,
Eq. �1� was first fitted to the measured data to determine C0 and �.
With the values of C0 and �, Eqs. �2� and �3� were used iteratively
to determine Ci and U�. Figures 8�c� and 8�d� show the power law
fits �dash lines� in the inner coordinates. During the fitting pro-
cess, it was found that different values of a+ were needed for the
various ribs and location to achieve good agreement between the
lower portions of the measured data and the power law. It should
be noted that the exact value of a+ used for a particular profile did
not significantly change the values of C0, Ci, and � �and U��; it
only affects the quality of agreement between the measured data
and the power law close to the ribs. The values of a+ as well as the
power law constants and friction velocities used to obtain the fits
shown in Figs. 8�c� and 8�d� are summarized in Table 2. The
values of a+ are different from a+=−16 proposed in the original
formulation for a smooth surface. It is also important to note that
the magnitude of a+ values is higher in the converging and diverg-
ing sections than at the upstream locations, and the APG values
are generally higher than the FPG values. These results demon-
strate that as the mean velocity profile becomes less full, so does
the magnitude of a+. The values of Ci decreased and those of �
increased for the APG whereas Ci increased and those of � de-
creased for the FPG. Similar to prior studies �37,21�, it is observed
that the power law describes a wider region of the measured data
compared to the log law. At L4 in both FPG and APG, for ex-
ample, the log law described the measured data up to y+=320 and
1050, respectively, while the power law described the data up to
y+=1050 and 1550, respectively. As shown in Table 2, the differ-
ences between the U� values obtained from the log law and those
obtained from the power law are within the measurement uncer-
tainty.

5.3 Mean Velocity Defect Profiles. The outer region of the
mean velocity is often studied using the mean velocity defect
profiles. Although the friction velocity, U�, remains the most
widely used characteristic velocity scale for the outer layer, Zaga-
rola and Smits �38� proposed that the mixed scaling, Umax�* /�, is
the appropriate characteristic velocity for the mean defect profile.
Tachie et al. �20� showed that over a particular rib type, the mixed
scaling collapses the upstream profile and those obtained in the
converging sections. Figures 8�e� and 8�f� show the FPG defect
profiles normalized by the mixed scaling and the friction velocity,
respectively, whereas Figs. 8�g� and 8�h� are the defect profiles for
both FPG and APG normalized by the mixed scaling and the

friction velocity, respectively. Figures 8�e� and 8�f� show that FPG
profiles collapse very well in the region y /�L�0.4. The profiles in
Figs. 8�g� and 8�h� show that neither the mixed nor the friction
velocity scaling collapsed the profiles in the APG channel. The
figures also shows that the defect profiles obtained in the APG fall
less rapidly compared to the FPG profiles.

5.4 Turbulent Intensities and Reynolds Stresses in Inner
Coordinates. The profiles of the turbulent intensities and Rey-
nolds shear stress at the lower boundary layer in the inner coor-
dinates are shown in Fig. 9. In the immediate vicinity of the ribs,

Table 2 Summary of log law and power law parameters

Test

Log law Power law

L
U�

�m/s� Cf �B+ ks
+ ks /k Co Ci � a+

U�
�m/s�

�U�
�%�

FPG L1 0.041 0.0159 11.4 449 1.8 1.1 0.99 0.35 −25 0.0413 0.03
L2 0.046 0.0145 10.1 263 1.0 1.1 2.12 0.25 −30 0.0457 −0.03
L3 0.052 0.0128 10.1 263 0.8
L4 0.058 0.0123 10.1 263 0.8 1.1 2.37 0.25 −30 0.0578 −0.02

APG L1 0.046 0.0140 11.8 529 1.9 1.1 0.97 0.35 −20 0.0455 −0.05
L2 0.044 0.0143 14.6 1666 6.3 1.0 0.52 0.40 −45 0.0452 0.12
L3 0.034 0.0144 14.6 1666 8.2
L4 0.031 0.0145 14.6 1666 9.0 1.0 0.26 0.50 −50 0.0315 0.05

Fig. 9 Spatially averaged turbulent intensities and Reynolds
shear stresses in the lower boundary layer in the inner coordi-
nates. „a… Streamwise turbulent intensity, „b… transverse turbu-
lent intensity, and „c… Reynolds shear stress. All symbols are as
in „a….
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values of u+, v+, and −u+v+ for APG are lower than those mea-
sured in the FPG and at the upstream section �L1�. However, the
FPG profiles decay rapidly from their peak values so that the
profiles for the APG are significantly higher across the outer 80%
of the boundary layer. The distributions of the turbulent intensities
and Reynolds shear stress are more insensitive to changes in the
FPG as evident in the reasonable collapse among the profiles ob-
tained upstream and within the converging section. On the other
hand, as the flow decelerated through the diverging section, the
values of u+, v+, and −u+v+ increased consistently. The profiles of
v+ appear to be the most affected by the APG.

6 Summary and Conclusions
This paper reported a comprehensive PIV study of favorable

and adverse pressure gradient turbulent flow over two-
dimensional square ribs. The results obtained in this study show
that the presence of ribs on the straight bottom wall shifts the
location of the maximum velocity toward the upper walls. As a
result, the boundary layer that develops on the smooth upper wall
becomes thin with characteristic low Reynolds numbers. The de-
gree of shift is highest for the adverse pressure gradient. The
boundary layer thicknesses are significantly larger for the rib-
roughened lower boundary layer than the corresponding values
obtained in the smooth-wall upper boundary layers. The boundary
layer parameters �and, therefore, mass and momentum deficit� in
the lower boundary layer are significantly higher for the adverse
pressure gradient than for the favorable pressure gradient; how-
ever, no significant effect of pressure gradient was in the upper
boundary layer.

The data obtained at the top plane of the ribs demonstrate non-
negligible vertical motion and interaction between the cavities and
overlying boundary layers. The values of the mean momentum
flux are quite high and comparable to the Reynolds shear stress at
some locations. Because of the manner in which pressure gradient
modifies the mean velocity and turbulence production, it was
found that the streamwise turbulence intensity and Reynolds shear
stress are generally lower in the diverging section than in the
converging section.

In the lower boundary layer, rib roughness and adverse pressure
gradient act to reduce the mean velocity considerably in compari-
son to the rib-roughened profile without a pressure gradient or an
adverse pressure gradient profile over a smooth surface. Similarly,
the combined effects of rib roughness and adverse pressure gradi-
ent on the turbulent intensities and Reynolds shear stress are sig-
nificantly higher than when these effects are applied in isolation.
Although favorable pressure gradient and rib roughness modified
the mean and turbulent quantities than would be obtained over a
smooth wall �with or without a favorable pressure gradient�, the
mean flow and turbulent quantities over rib roughness are inde-
pendent of a favorable pressure gradient. Another salient observa-
tion was that the profiles of turbulence production revealed two
peaks in the lower boundary layer for the adverse pressure gradi-
ent in comparison to a single peak in the favorable pressure gra-
dient and upstream profiles. The mechanism responsible for redis-
tributing turbulent kinetic energy into the various components of
the normal stresses is independent of rib roughness. Significant
changes are observed, however, when the flow over rib roughness
is subject to the adverse or favorable pressure gradient.
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Optical Diffusometry Techniques
and Applications in Biological
Agent Detection
Optical diffusometry is a technique used for measuring diffusion. This work explores the
possibility of directly measuring diffusion coefficients of submicron particles for pathogen
detection. The diffusion coefficient of these particles is a function of the drag coefficient
of the particle at constant temperatures. Particles introduced into a sample containing an
analyte bind with the analyte if functionalized with the appropriate antibodies. This leads
to an increase in the hydrodynamic drag of the particles and hence a decrease in their
diffusion coefficient. This study uses the above principle to effectively measure the diffu-
sion coefficient of the particles using two different experimental approaches. The mea-
sured reduction in the diffusion coefficient can be correlated to the amount of analyte
present and thus forms the basis of biological agent detection. Sensitivity to experimental
conditions is analyzed. It is observed that alternative techniques such as optical trapping
hold promise: the diffusive behavior of particles in optical traps is found to be quantita-
tively different from that of a free particle. Hence preconditions are identified to make
optical trapping appropriate for agent detection. �DOI: 10.1115/1.2969430�

Introduction
The early work of Einstein �1�, Smoluchowski �2�, and Lange-

vin �3� established the much needed theoretical framework re-
quired to understand Brownian motion. The strange jiggling mo-
tion of the pollen grains was first documented by Brown, but it
took an intuitive leap when Einstein �1� explained the underlying
physical mechanism behind the phenomenon. Based on the mo-
lecular kinetic theory of heat and the fluctuation-dissipation theo-
rem, Einstein deduced that the diffusion coefficient �D� of the
particle is related to the viscous frictional resistance ��� in the
following form:

D =
kT

�
�1�

where k is the Boltzmann constant and T is the temperature. See
also Ref. �4� for a contemporary treatment.

For spherical particles with radius r and low Reynolds number
flow, � is well approximated by Stokes’ law �5�,

� = 6��r �2�

where � is the viscosity of water.

From the above formula, the diffusion coefficient of submicron
particles can be used to measure the temperature of the fluid at
small length scales, the local fluid viscosity, and also the particle
size. Recently, several researchers �6–9� studied the Brownian
motion of submicron sized particles suspended in a fluid using
digital video microscopy. Crocker �6� made use of optical traps to
study the hydrodynamic correction to Brownian motion for the
case of two spheres in close proximity. They demonstrated with
carefully designed experiments that the diffusion coefficient can
be experimentally measured to an accuracy of �1%. Nakroshis et
al. �10� measured the Boltzmann constant, whereas Salmon et al.
�9� measured Avogadro’s number by studying the Brownian mo-
tion of submicron sized particles.

The present work explores the process of measuring the mean
diffusion coefficient of a population of nearly identical virus-
tagged rigid spherical particles. It is motivated by the idea that the
binding of viruses on antibody functionalized particles should re-
sult in a measurable change in the diffusion coefficient. Such a
decrease can be measured by the observation of particles, which
are freely moving or are held in a region by an optical trap. Thus
the objective is to establish optical diffusometry as a viable tech-
nique for biosensing, which is the name given to a host of tech-
nologies designed to detect the presence of biological analytes in
a solution. These technologies use recognition elements such as
antibodies, DNA, receptor proteins, and biomimetric elements for
the above stated purpose. These methods include, but are not lim-
ited to, immunoassays �11�, enzyme-catalyzed reactions �12�, sur-
face plasmon resonance technique �13�, and impedimetric meth-
ods �14,15�. Optical methods for biosensing were explored by
Anderson et al. �11� who developed a portable and automated
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optical biosensor called RAPTOR to perform immunoassays.
Fluorescence intensity was used to quantify the presence of anti-
gens in a sample. Cui et al. �16� showed that binding of an analyte
to the surface of a silicon nanowire leads to an observable change
in the electrical conductivity of a medium. Such methods provide
a basis for sensitive sensors to detect chemical and biological
species. Typically, affinity biosensors use sandwich assays for de-
tection and measurement. One drawback of sandwich assays is the
difficulty in producing two antibodies that each bind to different
sites of an antigen. Also, the probability of two binding events on
a single antigen is less than that of a single binding event.

Most of the prevalent biological agent detection methods suffer
from the disadvantage of being an indirect method. The present
work explores different optical diffusometry techniques and estab-
lishes these as direct means of pathogen detection. The principles
underlying all of them are discussed in detail, and the advantages
and disadvantages of each are examined.

Experimental Techniques for Optical Diffusometry
This section discusses two experimental techniques—particle

tracking and micron resolution particle image velocimetry
��PIV�.

Particle Tracking. Einstein, in his pioneering work �1�, defined
the diffusion coefficient in terms of a measurable property of
Brownian motion—the mean square displacement of particles.
These quantities are related by

��x2� = 2nD�t �3�

where �x is the displacement of the Brownian particle over a
period of time �t, the brackets �·� refer to the statistical average of
the contained quantity, and n is the number of degrees of transla-
tional freedom.

In particle tracking the motion of individual particles as a func-
tion of time is measured, and then Eq. �3� is applied to find the
diffusion coefficient �7,17�. The accuracy and practicability of us-
ing diffusometry as a means of biological agent detection strongly
depends on how the mean square displacement ��x2� is deter-
mined. For this a discrete approach to position detection is under-
taken by analyzing a sequence of images.

Particle position detection requires a position acquisition sys-
tem, usually a video microscopy system. The particles undergoing
Brownian motion are imaged at a fixed time interval using a video
camera or a charge coupled device �CCD� camera attached to a
microscope. Particle tracking can be done for a single or for mul-
tiple particles. The former, as the name suggests, involves tracking
a single particle. The more advanced multiple particle tracking
method tracks multiple particles simultaneously and recovers
track data for each particle.

An accurate calculation of diffusion coefficient relies directly
on the ability to track and identify particles. Einstein’s original
formulation assumes negligible boundary effects on the random
motion of particles. To achieve such a condition experimentally,
the focal plane of objective lens was adjusted so that each imaged
particle is several particle diameters away from the wall. The par-
ticles were imaged using fluorescence microscopy, and a CCD
camera �CoolSnap HQ, Photometrics, Tuscon, AZ� was used to
acquire images at specified intervals. The camera has a 1392
�1040 element CCD at 6.45�6.45 �m2 pixel pitch. Image ac-
quisition was controlled using the METAMORPH software package
�Universal Imaging Corp., PA�. The exposure time was set at
10 ms, and the time between images was 300 ms. The images
were filtered using wavelet transformation to improve the signal-
to-noise ratio. These images were then processed to yield the lo-
cation of particle centers. Local maxima were first found with
pixel level accuracy and the centers were located with subpixel
accuracy using Gaussian curve fitting. Selecting only those
maxima, which were above a certain threshold level, ensured that

the particles being selected were in the vicinity of the focal plane
of the objective lens.

The objective lens had a magnification of 20�, and the result-
ing field of view had 10–20 particles per image. The center loca-
tions of the particles in the images were analyzed using a
MATLAB

® adaptation of the IDL particle tracking software devel-
oped by Grier, Crocker, and Weeks. The adaptation by Blair and
Dufresne is freely available for public use �18�.

Referring to Eq. �3�, we see that the equation is statistical in
nature and that the accuracy in the computation of diffusion coef-
ficient is limited by the accuracy of the measured value of dis-
placement values. Pixelation of data is the foremost source of
error in the above discussed methodology. However, with Gauss-
ian curve fitting, an accuracy of a tenth of a pixel can be achieved
for particles of this size. The accuracy of subpixel location is
directly correlated to the original size of the object being located.
It is simply a biasing of the brightest portion of the feature of
interest, weighed by the location of neighboring bright areas. In
addition Eq. �3� ideally requires an infinite sample size, but this is
clearly not possible. In accordance with statistical theory, the error
reduces with an increase in sample size. Hence care should be
taken to ensure that an adequate number of images are processed
in order to arrive at an accurate value of the diffusion coefficient.

�-PIV. �-PIV uses instantaneous and ensemble-averaged flow
fields in micron-scale fluidic devices. �-PIV is now an established
nonintrusive technique to obtain accurate velocity data with high
spatial resolution and is widely used as a design tool for micro-
fluidic devices. Like the setup of Santiago et al. �19�, epifluores-
cent microscopy with micron sized ��700 nm� seed particles was
used, and a CCD camera was used to record high-resolution
particle-image fields. Although �-PIV is primarily used to mea-
sure velocity fields, for small seed particles ��1 �m� and low
speed flow ��10 �m /s�, information regarding temperature and
Brownian motion behavior can be extracted from the flow field.
The basis for such extraction was laid out by the work of Olsen
and Adrian �20� who showed that at such small scales errors from
Brownian motion were significant enough to contribute to errors
in the �-PIV velocity measurements. It was later shown �21� that
the broadening of the signal peak in the cross-correlation function
is the key to measuring temperature using PIV. Olsen and Adrian
�20�, using theoretical considerations, derived equations describ-
ing the shape and height of the cross-correlation function in the
presence of Brownian motion for both light-sheet illumination and
volume illumination, which is used in �-PIV. A minor manipula-
tion of those equations �Eqs. �11� and �12� of Ref. �21�� shows that
the diffusion coefficient can be related to the signal width by

2D�t =
�so,c

2 − �so,a
2

8M2 �4�

where �so,c
2 is the width of the correlation peak with Brownian

motion, �so,a
2 is the width of the correlation peak without Brown-

ian motion, and M is the magnification of the objective lens. It
should be noted that in any experiment, even where Brownian
motion is significant, a computation of the autocorrelation func-
tion of one of the PIV image pairs yields �so,a

2 .

Assessment of Optical Traps for Diffusometry Measure-
ments

Both the previous methods use a population of particles. Bio-
sensing, based on diffusion differential, can be made more precise
if such a differential could be established for single particles. Such
a method can even allow for the identification of a single virus-
tagged particle in a population of bare particles. A proposed solu-
tion is to trap a bead and hence confine them to a given spatial
domain. Such a technique enables also the acquisition of a large
amount of data in a single experiment. On the other hand, the
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aforementioned two methods suffer from the disadvantage that
particles often escape out of the field of view, thus leading to loss
of efficiency and also to errors.

Optical trapping appeared as a revolutionary technique for ma-
nipulating microscale particles around 1970 in a series of path-
breaking experiments conducted by Ashkin in Bell Laboratories
�22�. Although Ashkin originally used both single and dual light
beams to guide and confine particles, the former soon grew in
popularity and is now commonly referred to by the name “optical
tweezers.” Since their invention, optical tweezers have proven
themselves to be a very powerful interdisciplinary tool. For in-
stance, they have found extensive use in biophysics, as they serve
as unique tools to manipulate and study single molecules of DNA
�22–24�. Optically trapped beads have been successfully utilized
to study cellular mechanics and structures �25,26�. Ashkin �27�
provided an overview of the diverse uses of optical traps as a
significant tool in various important areas of research.

Figure 1 shows the setup for the optical tweezers. Like other
typical designs, it uses a laser beam that is suitably expanded,
shaped, and focused through a high numerical aperture �NA� mi-
croscope objective lens. The laser has a TEM00 �transverse elec-
tric magnetic� mode, which eliminates inefficiency due to exces-
sive laser modes. The laser beam is focused by an optical train to
a diffraction limited spot where stable three dimensional trapping
can be achieved. The size of the diffraction limited spot is mainly
a function of the wavelength of trapping light used and the NA of
the objective lens used �28�. The optical path consists of lenses,
directing mirrors, and a filter cube, which is set up to specifically
enable fluorescent imaging. The various practical and theoretical
aspects involved in setting up a laser trap are discussed by Smith
et al. �28� and Bechhoefer and Wilson �29�. The sample is held on
an XYZ translational stage that serves primarily to focus the
sample and also to laterally displace the sample. The functional-
ized microparticles are basically dielectric particles with submi-
cron dimensions, hence in an intermediate range between Ray-
leigh and geometric optics regimes. The forces from the optical
trap in this case arise from �i� the scattering �or radiative� force
originated by momentum changes of light due to scattering and
�ii� the gradient �or dipole� force caused by the Lorentz force
acting on the induced dipole �22,27�. The scattering force is pro-
portional to the laser intensity, and its effect is to push the particle
along the axis of laser beam propagation while the gradient force
moves the particle along the gradient of the optical field. An op-
tical trap for the purpose of the present work can be considered to
be akin to a potential well with a constant stiffness. Such charac-
terization of a trap is useful for both the Rayleigh and Mie re-
gimes �30,31�. Diffusion measurements for particles in a trap were
done using an IEEE 1394 digital camera �Foculus, NET USA,
Inc.�.

Optical Diffusometry and Biological Agent Detection
As indicated earlier, pathogen detection is achieved by virus

tagging bare polystyrene beads. Such tagging is achieved by first
coating the bead with appropriate antibodies �Fig. 2�. These anti-
bodies contain functional groups, which allow them to bind with
certain proteins on the surface of the bead and hence make bind-
ing possible. In this work the M13 phage virus was used, and
antibodies against the pVIII surface protein of the M13 phage
virus were used. The M13 phage virus is filamentous in nature,
with an approximate diameter of 6.5 nm and a length of 930 nm
�32�. The detailed chemistry of functionalization of beads has
been provided elsewhere �33�.

Green fluorescent microspheres �diameter of 0.71 �m, excita-
tion maximum of 468 nm, and emission maximum of 508 nm�
and red fluorescent microspheres �diameter of 0.69 �m, excitation
maximum of 542 nm, and emission maximum of 612 nm� were
acquired from Duke Scientific Co. �Palo Alto, CA�. Both types of
particles were made of polystyrene latex, which has a density of
1.05 g /cm3. The M13 phage was obtained from New England
BioLabs Inc. �Beverly, MA�, and the antibodies against the pVIII
protein of the M13 phage were obtained from Pharmacia �Piscat-
away, NJ�.

Results
The viability of the proposed technique was tested by incubat-

ing known concentrations of virus with known densities of par-
ticles and by subsequently measuring the change in the diffusion
coefficient of the particles. The green particles were used in un-
modified form, while the red ones were coated with an anti-pVIII
antibody. The antibody-coated red beads were incubated with the
M13 virus at ratios of 2:1, 6:1, 8:1, and 10:1 viruses per particle.
At the end of the incubation reaction, the unmodified green par-
ticles were added to the solution of red particles. The diffusion
coefficients of the mixture of antibody functionalized red particles
and unmodified green particles were measured as a function of
M13 concentration. This methodology was followed to ensure that
both bead populations are subjected to identical external condi-
tions.

As mentioned earlier the particles were imaged using fluores-
cence microscopy, which affords the user selective imaging of red
or green particles by simply interchanging filter cubes. In Fig. 3�a�
the particles in and near the focal plane are the ones sharpest in
feature, and diffuse images represent particles considerably re-
moved from the focal plane. Subsequently these images are fil-
tered to improve the signal-to-noise ratio �Fig. 3�b��. From an
ensemble of such images, the position values are processed to
yield track information about individual particles. It should be
pointed out that particles often leave the field of view or migrate
away from the plane of focus, leading to loss of efficiency.
Brownian motion is often stated as the random walk motion of
small particles suspended in a fluid due to bombardment by mol-
ecules obeying a Maxwellian velocity distribution. The tracks ap-
pear to demonstrate the random walk behavior that the particles
are expected to show �Fig. 4�.

Fig. 1 Experimental setup for optical trapping. The lenses on
the rail expand the beam, while the objective lens focuses the
beam onto a diffraction limited spot. Epifluorescent imaging
enhances the image quality.

Fig. 2 Polystyrene beads are made to undergo a series of
chemical processes so that a monolayer of poly„ethylene gly-
col… „PEG… is formed, and subsequently antibodies are immobi-
lized on the PEG monolayer. The viruses bind onto the antibod-
ies, thus leading to functionalized particles.
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Figure 5 presents the diffusion coefficients measured for the
particles without anti-pVIII antibodies and with antibodies in the

presence of increasing virus concentrations. The significance of
changes in the diffusion coefficients of the two populations was
tested using analysis of variance �ANOVA�. Both interpopulation
and intrapopulation variances were tested, and it was found that
for green particles, the variation in diffusion coefficient is not
significant �p-value=8.6�10−8�. However for red particles the
variation in diffusion coefficient is found to be significant
�p-value=0.087�. The analysis indicates that virus tagging of red
particles is the principal factor leading to a change in diffusion
behavior. The diffusion coefficient values plotted here were ob-
tained from a particle tracking analysis and were confirmed using
�-PIV.

A first order model for diffusion of 0.69 �m particles function-
alized with antibodies and incubated with M13 viruses is con-
structed based on experimental findings. We assume in this sim-
plified model that the virus tagging results in an increase in drag
and that this increase is linear in nature. Specifically, the model
assumes that the diffusion coefficient of tagged particles is given
by

D =
kT

�virus + �sphere
�5�

where �virus increases linearly with an increase in virus concentra-
tion.

A least squares fit yields the following correlation

�total = �sphere + �virus = �0.2705nvirus + 5.863� � 10−9 N s/m �6�

The variable nvirus represents viruses per particle and assumes a
value from the set �2, 6, 8, 10	. The goodness of the fit is charac-
terized by the R2 value, and its high value of 0.98 for the above fit
suggests the adequacy of the linear model.

One of the primary sources of systematic error that results from
the use of images is pixelation. An estimate of error due to digi-
tization �pixelation in the case of video microscopy� loss can be
gauged from Fig. 6. The figure depicts experimental error in the
calculation of diffusion coefficient with respect to the number of
data points. These errors were calculated from simulated images
of particles exhibiting Brownian motion. Simulations of this ex-
perimental error reveal a decreasing trend with the number of data
points. It will be shown �Appendix� that the error in the calcula-
tion of diffusion coefficient, resulting from pixelation, is bound by

Fig. 3 Red microparticles „0.69 �m… functionalized with vi-
ruses are visualized using fluorescent microscopy. Note that
fluorescent particles of only one type can be imaged at a time.
„a… Fluorescent red particles can be seen as white dots on a
black background. „b… The same image is filtered to enhance
image quality. For particle tracking only, particles with intensity
above a certain threshold are taken into account.

Fig. 4 A large number of images are processed to yield par-
ticle tracks. The terminated paths indicate loss of particle from
the viewing volume.

Fig. 5 Diffusion coefficients of antibody functionalized par-
ticles and unmodified particles as a function of virus
concentration
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Error � O
 	

�t
� �7�

where 	 is an upper bound for the error in locating the particle
centers. Eq. �7� reveals that this error can be reduced by making
long time measurements.

Microparticles were successfully trapped in the optical trap,
which appears in Fig. 7 as a bright spot approximately in the
middle of the image. That the optical traps were effective in trap-
ping the particles was confirmed by artificially inducing a flow
and observing the movement of the trapped beads. The images
provide positional data of the trapped beads. The higher the laser
power used, the higher the trap strength and the lesser the observ-
able Brownian motion.

Simulation runs �Fig. 8� show that the particle in an optical trap
still exhibits a random walk behavior, which, however, is modified
due to the presence of the potential well. Figure 9 shows the
typical response of a particle in a trap. This response was captured
using a frame rate of 155 frames /s.

Discussion

Advantages of Optical Diffusometry. The results show that
binding of an analyte to an antibody functionalized particle can
produce a significant decrease in its diffusion coefficient. Al-
though the experiment used 0.69 �m particles, the method applies
to particles as small as 40 nm �34�. Smaller particles undergo

enhanced alteration in the diffusion coefficient, enabling detection
of even smaller analytes.

The proposed technique offers four distinct advantages over
affinity biosensors, which typically use sandwich assays for de-
tection and measurement. Optical diffusometry uses a single anti-
body, which significantly reduces the reagent cost and enables
virus detection with limited epitopes. Another advantage is the use
of a label free detection mechanism. Sandwich assays usually in-
volve an enzyme used as a signal reporter, which is limited by the
availability of the detection conjugate. The proposed technique
uses fluorescent particles, which serve the dual role of capturing
and detecting. This combination simplifies the detection proce-
dure. Thirdly optical diffusometry is much faster than sandwich
assay. Typically this requires 30 min for virus binding and 15 min
for optical detection and analysis. The assay can be finished
within 1 h, whereas typical sandwich assays take 3–5 h �35�.
Lastly, optical diffusometry can be multiplexed to detect multiple
pathogens simultaneously. In order to multiplex the assay, par-

Fig. 6 Experimental error in the calculation of diffusion coef-
ficient versus number of data points. These errors were calcu-
lated from simulated images of particles exhibiting Brownian
motion.

Fig. 7 A 0.69 �m particle „center… in an optical trap

Fig. 8 Simulation runs of particles with and without a trap. The
particle in a potential well exhibits a modified Brownian motion.

Fig. 9 Typical response of a bead confined to a small spatial
volume by an optical trap
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ticles with different colors can be coated with antibodies against
different pathogens, and a mixture of particles can be used to
detect multiple pathogens in a single assay.

Particle Tracking and �-PIV. The particle tracking method-
ology applied here relies on a strong contrast between the back-
ground and the particle image. Fluorescent imaging usually pro-
vides such high contrast, but other methods like phase contrast
microscopy may also be applied. �-PIV, however, does not have
such requirements �36�. In an optical trap since only a single
particle is investigated, particle tracking is a natural choice. A
particle in an optical trap is confined to a small spatial dimension.
Hence one can use subpixel imaging, which enables the user to
use a higher frame rate. A small dimension of 104�100 pixels
only was imaged �Fig. 7�, enabling the use of a higher frame rate
of 155 frames /s.

Both Eqs. �3� and �4� are statistical in nature. For particle track-
ing Gaussian curve fitting can usually achieve good subpixel ac-
curacy �7�. However, as will be shown in the Appendix, for par-
ticle tracking the calculation of D becomes more and more
accurate by using longer time measurements irrelevant of the error
in locating particle centers. This is confirmed by simulation re-
sults, as shown in Fig. 6. Error analysis for Eq. �4� is straightfor-
ward, and the peak width can typically be calculated with subpixel
accuracy �37�.

Sensitivity Analysis. The selection of bead diameter should be
such that binding of the analyte has an appreciable change in its
diffusion coefficient. We use for sensitivity analysis the same first
order model that was used for correlation analysis. Assuming that
the analytes can be characterized by a hydrodynamic radius, we
get

�D % =
rvirus

rvirus + rparticle
� 100 �8�

The percentage change in diffusion coefficient is inversely propor-
tional to the size of the particles used. Compared to a large par-
ticle, a smaller particle will undergo a more significant change in
diffusion for a similar sized pathogen and hence can be used to
detect smaller analytes. Figure 10 characterizes the change in dif-
fusion coefficient as a function of this hydrodynamic radius. The
model is simplistic in that it assumes that a virus can be charac-
terized by a unique hydrodynamic radius, but it can give a good
first guess. It should also be noted that the effective hydrodynamic
radius of the virus need not coincide with its physical size. For
viruses like the M13 phage virus, one way of calculating the cor-
responding hydrodynamic radius would be to correlate the in-

crease in hydrodynamic drag �Eq. �5�� to the change in radius
required to cause the variation �Eq. �8��. For example at a virus to
bead ratio of 6:1, the calculated increase in hydrodynamic radius
is 186 nm with a corresponding uncertainty of �5%.

Influence of Environmental Variables on the Resolution of
Optical Diffusometry. Measurement of diffusion coefficient can
be influenced by the variations of numerous factors, such as tem-
perature, viscosity, and particle size. If the changes in these pa-
rameters are small, then a simple calculation shows that the influ-
ence of these changes can be expressed as

	D

D
= 
1 −

T

�

��

�T
�	T

T
−

	�

�
−

	r

r
�9�

Note that in the above equation it is assumed that the viscosity
depends on temperature ��� /�T� and on other factors as well
�	��. Variations in temperature can occur in each experiment due
to radiation and absorption from the illumination source. A change
of 0.1 K in absolute temperature changes the diffusion coefficient
of particles by approximately 0.2%. Hence in controlled environ-
ments, temperature has a limited influence on diffusometry. Vis-
cosity might independently change due to the presence of free
viruses. The presence of particles in a medium changes the vis-
cosity by �1�

� = ��1 + 2.5
� �10�

where 
 is the volume fraction of particles and viruses. Since in
our case 
�1, the effect of particles on viscosity is small. The
volume fraction of viruses is even smaller. Thus it appears that the
variation in viscosity due to the presence of analytes and micro-
particles is quite small. By using multicolor beads of the same
size, one can subject modified and unmodified particles to similar
experimental conditions, thus minimizing errors due to such
changes. Variations in microparticle size are unavoidable when
using a population of particles.

Optical Trapping as a Multiplexing Tool and Its Role in
Biosensing. Both the methods, particle tracking and �-PIV, rely
heavily on the necessity to extract a large number of images. It
can be shown that the diffusion of trapped particles is quantita-
tively different from that of a freely diffusing particle. The diffu-
sive behavior in the presence of such harmonic forces has been
studied in detail. The statistics of such a particle becomes station-
ary in the long time, and it was established in Ref. �38� that

lim
t→�

��x2� =
kT

m2 �11�

where  is the angular frequency associated with the optical trap.
Equation �6� implies that the diffusion coefficient for a particle

is zero irrespective of the strength of the trap or the variation in
other parameters. Thus diffusive differential cannot be established
by a study of the long time behavior. One alternative would be to
establish a potential well with a “flat bed” and “steep walls.” The
walls would prevent the particle from escaping a given spatial
domain, thus forming a cage. However, this requires the use of
holographic optical traps, which has not yet been pursued in this
work.

Another alternative is to study the diffusive behavior in the
ballistic regime �39�. Although the long term behavior of a par-
ticle is independent of the particle drag, response on smaller time
scales can also provide an insight. Figure 11 demonstrates the
behavior of a particle in a trap, where two distinct regimes �linear
and axiomatic convergences� are clearly depicted. The linear re-
gion can be used for the diffusion and drag differential study. In
these small time scales, it is shown �39� that

��x2�t��  2Dt �12�
Hence particle tracking can be done to establish drag differential
between virus-tagged polystyrene beads. As can be seen in Fig. 9,

Fig. 10 Percentage change in the diffusion coefficient of
virus-tagged beads as a function of the hydrodynamic radius of
the pathogen
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the response of the bead at low data acquisition rates does not
reveal any information about the drag. For pathogen detection,
high-speed cameras or other techniques, such as quadrant photo-
diode position detection, appear to be necessary.

Conclusion
This research demonstrates that binding of viruses on antibody

functionalized particles results in a significant decrease in diffu-
sion coefficients, which can be measured by particle tracking al-
gorithms or �-PIV techniques. Analytes, as small as 1 nm, can be
detected by measuring the change in diffusion of antibody func-
tionalized 40 nm particles. This method offers several advantages
such as high spatial resolution, multianalyte detection capability,
avoidance of sandwich assays, less preparation time, and quicker
results. It is a more direct approach to biosensing compared to
many other contemporary methods. The diffusion coefficient is
measured from a population of particles. It was demonstrated that
the experimental error due to pixelation depends not only on po-
sitional accuracy but also on the total data points used. This error
decreases to zero with longer time measurements. This technology
will be more powerful if accurate diffusion coefficients of single
particles are measured. Optical traps offer such a technique, which
is useful, even when the particles exhibit a modified Brownian
motion. Optical traps make it feasible to locally constrain the
particle in question for long time intervals, which then allows for
extraction of a large amount of data. Static optical traps suffer
from the shortcoming of having to require small time scale mea-
surement techniques.

Appendix: Estimate of Error Due to Pixelation
According to the procedure outlined in the previous section,

images of particles are acquired to yield the particle trajectories,
which in turn are used to estimate the diffusion coefficient of
particles. However, the trajectories suffer from discretization due
to pixelation. The following analysis provides an estimate of this
error.

Let X�t� denote the n-dimensional Brownian motion process
�where n can range from 1 to 3�. Its probability density function
�pdf� is given by e−�x�2/4Dt / �4�Dt�n/2. The diffusion coefficient D
and the mean square displacement is related by

D =
��X�t��2�

2nt
�A1�

where �·� denotes statistical averaging.

Now let 	 be half the pixel size. The measured diffusion coef-
ficient denoted by D	 is calculated as

D	 =
��X	�t��2�

2nt
�A2�

where X	�t� is the experimentally obtained positional data. Note
that �X�t�−X	�t���	. The error in estimating the diffusion coeffi-
cient is thus

�D − D	� �
1

2nt � ��x�2 − �x	�2�
e−�x�2/4Dt

�4�Dt�n/2dnx

�
1

2nt � ��x�2 − �x � 	�2�
e−�x�2/4Dt

�4�Dt�n/2dnx

�
1

2nt � �2	�x� + 	2�
e−�x�2/4Dt

�4�Dt�n/2dnx

� O
 	

�t
� + O
	2

t
� � O
 	

�t
� �A3�

which indicates that the error goes to zero as t→�. It should be
noted that only the error due to pixelation is taken into account
here.
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